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## EDITOR'S NOTE

In the preparation of this English translation of Professor Kolmogorov's fundamental work, the original German monograph Grundbegriffe der Wahrscheinlichkeitrechnung which appeared in the Ergebnisse Der Mathematik in 1933, and also a Russian translation by G. M. Bavli published in 1936 have been used.

It is a pleasure to acknowledge the invaluable assistance of two friends and former colleagues, Mrs. Ida Rhodes and Mr. D. V. Varley, and also of my niece, Gizella Gross.

Thanks are also due to Mr. Roy Kuebler who made available for comparison purposes his independent English translation of the original German monograph.

## PREFACE

The purpose of this monograph is to give an axiomatic foundation for the theory of probability. The author set himself the task of putting in their natural place, among the general notions of modern mathematics, the basic concepts of probability theory-concepts which until recently were considered to be quite peculiar.

This task would have been a rather hopeless one before the introduction of Lebesgue's theories of measure and integration. However, after Lebesgue's publication of his investigations, the analogies between measure of a set and probability of an event, and between integral of a function and mathematical expectation of a random variable, became apparent. These analogies allowed of further extensions; thus, for example, various properties of independent random variables were seen to be in complete analogy with the corresponding properties of orthogonal functions. But if probability theory was to be based on the above analogies, it still was necessary to make the theories of measure and integration independent of the geometric elements which were in the foreground with Lebesgue. This has been done by Fréchet.

While a conception of probability theory based on the above general viewpoints has been current for some time among certain mathematicians, there was lacking a complete exposition of the whole system, free of extraneous complications. (Cf., however, the book by Fréchet, [2] in the bibliography.)

I wish to call attention to those points of the present exposition which are outside the above-mentioned range of ideas familiar to the specialist. They are the following: Probability distributions in infinite-dimensional spaces (Chapter III, § 4) ; differentiation and integration of mathematical expectations with respect to a parameter (Chapter IV, § 5) ; and especially the theory of conditional probabilities and conditional expectations (Chapter V). It should be emphasized that these new problems arose, of necessity, from some perfectly concrete physical problems. ${ }^{1}$

[^0]The sixth chapter contains a survey, without proofs, of some results of A. Khinchine and the author of the limitations on the applicability of the ordinary and of the strong law of large numbers. The bibliography contains some recent works which should be of interest from the point of view of the foundations of the subject.

I wish to express my warm thanks to Mr. Khinchine, who has read carefully the whole manuscript and proposed several improvements.

Kljasma near Moscow, Easter 1933.
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## Chapter I

## ELEMENTARY THEORY OF PROBABILITY

We define as elementary theory of probability that part of the theory in which we have to deal with probabilities of only a finite number of events. The theorems which we derive here can be applied also to the problems connected with an infinite number of random events. However, when the latter are studied, essentially new principles are used. Therefore the only axiom of the mathematical theory of probability which deals particularly with the case of an infinite number of random events is not introduced until the beginning of Chapter II (Axiom VI).

The theory of probability, as a mathematical discipline, can and should be developed from axioms in exactly the same way as Geometry and Algebra. This means that after we have defined the elements to be studied and their basic relations, and have stated the axioms by which these relations are to be governed, all further exposition must be based exclusively on these axioms, independent of the usual concrete meaning of these elements and their relations.

In accordance with the above, in § 1 the concept of a field of probabilities is defined as a system of sets which satisfies certain conditions. What the elements of this set represent is of no importance in the purely mathematical development of the theory of probability (cf. the introduction of basic geometric concepts in the Foundations of Geometry by Hilbert, or the definitions of groups, rings and fields in abstract algebra).

Every axiomatic (abstract) theory admits, as is well known, of an unlimited number of concrete interpretations besides those from which it was derived. Thus we find applications in fields of science which have no relation to the concepts of random event and of probability in the precise meaning of these words.

The postulational basis of the theory of probability can be established by different methods in respect to the selection of axioms as well as in the selection of basic concepts and relations. However, if our aim is to achieve the utmost simplicity both in
the system of axioms and in the further development of the theory, then the postulational concepts of a random event and its probability seem the most suitable. There are other postulational systems of the theory of probability, particularly those in which the concept of probability is not treated as one of the basic concepts, but is itself expressed by means of other concepts. ${ }^{1}$ However, in that case, the aim is different, namely, to tie up as closely as possible the mathematical theory with the empirical development of the theory of probability.

## 8 1. Axioms ${ }^{2}$

Let $\xi$ be a collection of elements $\xi, \eta, \zeta, \ldots$, which we shall call elementary events, and $\mathfrak{F}$ a set of subsets of $E$; the elements of the set $\mathfrak{F}$ will be called random events.
I. $\mathfrak{F}$ is a field ${ }^{3}$ of sets.
II. $\mathfrak{F}$ contains the set $E$.
III. To each set $A$ in $\mathfrak{\text { f }}$ is assigned a non-negative real number $\mathrm{P}(A)$. This number $\mathrm{P}(A)$ is called the probability of the event $A$.
IV. $P(E)$ equals 1.
V. If $A$ and $B$ have no element in common, then

$$
\mathrm{P}(A+B)=\mathrm{P}(A)+\mathrm{P}(B)
$$

A system of sets, $\mathfrak{F}$, together with a definite assignment of numbers $\mathrm{P}(A)$, satisfying Axioms $\mathrm{I}-\mathrm{V}$, is called a field of probability.

Our system of Axioms I-V is consistent. This is proved by the following example. Let $E$ consist of the single element $\xi$ and let $\mathfrak{j}$ consist of $E$ and the null set $0 . \mathrm{P}(E)$ is then set equal to 1 and $P(0)$ equals 0 .

[^1]Our system of axioms is not, however, complete, for in various problems in the theory of probability different fields of probability have to be examined.

The Construction of Fields of Probability. The simplest fields of probability are constructed as follows. We take an arbitrary finite set $E=\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{k}\right\}$ and an arbitrary set $\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}$ of non-negative numbers with the sum $p_{1}+p_{2}+\ldots+p_{k}=1$. $\mathfrak{F}$ is taken as the set of all subsets in $E$, and we put

$$
P\left\{\xi_{i_{1}}, \xi_{i_{1}}, \ldots, \xi_{i_{2}}\right\}=p_{i_{1}}+p_{i_{i}}+\cdots+p_{i_{1}} .
$$

In such cases, $p_{1}, p_{2}, \ldots, p_{k}$ are called the probabilities of the elementary events $\xi_{1}, \xi_{2}, \ldots, \xi_{k}$ or simply elementary probabilities. In this way are derived all possible finite fields of probability in which $\mathfrak{F}$ consists of the set of all subsets of $E$. (The field of probability is called finite if the set $E$ is finite.) For further examples see Chap. II, § 3.

## § 2. The Relation to Experimental Data ${ }^{4}$

We apply the theory of probability to the actual world of experiments in the following manner:

1) There is assumed a complex of conditions, $\mathcal{S}$, which allows of any number of repetitions.
2) We study a definite set of events which could take place as a result of the establishment of the conditions $\mathbb{S}$. In individual cases where the conditions are realized, the events occur, generally, in different ways. Let $E$ be the set of all possible variants $\xi_{1}, \xi_{2}, \ldots$ of the outcome of the given events. Some of these variants might in general not occur. We include in set $E$ all the variants which we regard a priori as possible.
3) If the variant of the events which has actually occurred

[^2]upon realization of conditions © belongs to the set $A$ (defined in any way), then we say that the event $A$ has taken place.

Example: Let the complex $\mathfrak{\subseteq}$ of conditions be the tossing of a coin two times. The set of events mentioned in Paragraph 2)consists of the fact that at each toss either a head or tail may come up. From this it follows that only four different variants (elementary events) are possible, namely : $H H, H T, T H, T T$. If the "event $A$ " connotes the occurrence of a repetition, then it will consist of a happening of either of the first or fourth of the four elementary events. In this manner, every event may be regarded as a set of elementary events.
4) Under certain conditions, which we shall not discuss here, we may assume that to an event $A$ which may or may not occur under conditions $\mathfrak{G}$, is assigned a real number $\mathrm{P}(A)$ which has the following characteristics:
(a) One can be practically certain that if the complex of conditions © is repeated a large number of times, $n$, then if $m$ be the number of occurrences of event $A$, the ratio $m / n$ will differ very slightly from $\mathrm{P}(A)$.
(b) If $\mathrm{P}(A)$ is very small, one can be practically certain that when conditions $\mathcal{S}$ are realized only once, the event $A$ would not occur at all.

The Empirical Deduction of the Axioms. In general, one may assume that the system $\mathfrak{f}$ of the observed events $A, B, C, \ldots$ to which are assigned definite probabilities, form a field containing as an element the set $E$ (Axioms I, II, and the first part of III, postulating the existence of probabilities). It is clear that $0 \leqq m / n \leqq 1$ so that the second part of Axiom III is quite natural. For the event $E, m$ is always equal to $n$, so that it is natural to postulate $\mathrm{P}(E)=1$ (Axiom IV). If, finally, $A$ and $B$ are nonintersecting (incompatible), then $m=m_{1}+m_{2}$ where $m, m_{1}, m_{2}$ are respectively the number of experiments in which the events $A+B, A$, and $B$ occur. From this it follows that

$$
\frac{m}{n}=\frac{m_{1}}{n}+\frac{m_{2}}{n} .
$$

It therefore seems appropriate to postulate that $\mathrm{P}(A+B)=$ $\mathrm{P}(A)+\mathrm{P}(B)$ (Axiom V ).

Remark 1. If two separate statements are each practically reliable, then we may say that simultaneously they are both reliable, although the degree of reliability is somewhat lowered in the process. If, however, the number of such statements is very large, then from the practical reliability of each, one cannot deduce anything about the simultaneous correctness of all of them. Therefore from the principle stated in (a) it does not follow that in a very large number of series of $n$ tests each, in each the ratio $m / n$ will differ only slightly from $\mathrm{P}(A)$.

Remark 2. To an impossible event (an empty set) corresponds, in accordance with our axioms, the probability $P(0)=0^{5}$, but the converse is not true: $\mathrm{P}(A)=0$ does not imply the impossibility of $A$. When $\mathrm{P}(A)=0$, from principle (b) all we can assert is that when the conditions $\mathbb{S}$ are realized but once, event $A$ is practically impossible. It does not at all assert, however. that in a sufficiently long series of tests the event $A$ will not occur. On the other hand, one can deduce from the principle (a) merely that when $\mathrm{P}(A)=0$ and $n$ is very large, the ratio $m / n$ will be very small (it might, for example, be equal to $1 / n$ ).

## § 3. Notes on Terminology

We have defined the objects of our future study, random events, as sets. However, in the theory of probability many settheoretic concepts are designated by other terms. We shall give here a brief list of such concepts.

Theory of Sets

1. $A$ and $B$ do not intersect, i.e., $A B=0$.
2. $A B \ldots N=0$.
3. $A B \ldots N=X$.
4. $A+B+\ldots+N=X$.

## Random Events

1. Events $A$ and $B$ are incompatible.
2. Events $A, B, \ldots, N$ are incompatible.
3. Event $X$ is defined as the simultaneous occurrence of events $A, B, \ldots, N$.
4. Event $X$ is defined as the occurrence of at least one of the events $A, B, \ldots, N$.
[^3]Theory of Sets
5. The complementary set $\bar{A}$.
6. $A=0$.
7. $A=E$.
8. The system $\mathfrak{X}$ of the sets $A_{1}, A_{2}, \ldots, A_{n}$ forms a decomposition of the set $E$ if $A_{1}+A_{2}+\ldots+A_{n}=E$.
(This assumes that the sets $A_{\mathfrak{i}}$ do not intersect,in pairs.)
9. $B$ is a subset of $A: B \subseteq A$.

Random Events
5. The opposite event $\bar{A}$ consisting of the non-occurence of event $A$.
6. Event $A$ is impossible.
7. Event $A$ must occur.
8. Experiment $\mathfrak{A}$ consists of determining which of the events $A_{1}, A_{2}, \ldots, A_{n}$ occurs. We therefore call $A_{1}, A_{2}, \ldots$, $A_{n}$ the possible results of experiment $\mathfrak{A}$.
9. From the occurrence of event $B$ follows the inevitable occurrence of $A$.
84. Immediate Corollaries of the Axioms; Conditional Probabilities; Theorem of Bayes

From $A+A=E$ and the Axioms IV and V it follows that

$$
\begin{align*}
& \mathrm{P}(A)+\mathrm{P}(\bar{A})=1  \tag{1}\\
& \mathrm{P}(\bar{A})=1-\mathrm{P}(A) . \tag{2}
\end{align*}
$$

Since $\bar{E}=0$, then, in particular,

$$
\begin{equation*}
P(0)=0 . \tag{3}
\end{equation*}
$$

If $A, B, \ldots, N$ are incompatible, then from Axiom $V$ follows the formula (the Addition Theorem)

$$
\begin{equation*}
\mathrm{P}(A+B+\ldots+N)=\mathrm{P}(A)+\mathrm{P}(B)+\ldots+\mathrm{P}(N) . \tag{4}
\end{equation*}
$$

If $\mathrm{P}(A)>0$, then the quotient

$$
\begin{equation*}
P_{A}(B)=\frac{P(A B)}{P(A)} \tag{5}
\end{equation*}
$$

is defined to be the conditional probability of the event $B$ under the condition $A$.

From (5) it follows immediately that

$$
\begin{equation*}
\mathrm{P}(A B)=\mathrm{P}(A) \mathrm{P}_{\mathbf{A}}(B) . \tag{6}
\end{equation*}
$$

And by induction we obtain the general formula (the Multiplication Theorem)

$$
\begin{equation*}
\mathrm{P}\left(A_{1} A_{2} \ldots A_{n}\right)=\mathrm{P}\left(A_{1}\right) \mathrm{P}_{A_{1}}\left(A_{2}\right) \mathrm{P}_{A_{1} A_{1}}\left(A_{3}\right) \ldots \mathrm{P}_{A_{1} A_{2} \ldots A_{n-1}}\left(A_{n}\right) . \tag{7}
\end{equation*}
$$

The following theorems follow easily :

$$
\begin{gather*}
\mathrm{P}_{\Lambda}(B) \geqq 0  \tag{8}\\
\mathrm{P}_{\Lambda}(E)=1  \tag{9}\\
\mathrm{P}_{A}(B+C)=\mathrm{P}_{A}(B)+\mathrm{P}_{\Lambda}(C) . \tag{10}
\end{gather*}
$$

Comparing formulae (8) - (10) with axioms III-V, we find that the system $\mathfrak{F}$ of sets together with the set function $P_{A}(B)$ (provided $A$ is a fixed set), form a field of probability and therefore, all the above general theorems concerning $\mathrm{P}(B)$ hold true for the conditional probability $\mathrm{P}_{A}(B)$ (provided the event $A$ is fixed).

It is also easy to see that

$$
\begin{equation*}
P_{A}(A)=1 . \tag{11}
\end{equation*}
$$

From (6) and the analogous formula

$$
\mathrm{P}(A B)=\mathrm{P}(B) \mathrm{P}_{B}(A)
$$

we obtain the important formula:

$$
\begin{equation*}
\mathrm{P}_{B}(A)=\frac{\mathrm{P}(A) \mathrm{P}_{A}(B)}{\mathrm{P}(B)}, \tag{12}
\end{equation*}
$$

which contains, in essence, the Theorem of Bayes.
The Theorem on Total Probability: Let $A_{1}+A_{2}+\ldots+$ $A_{n}=E$ (this assumes that the events $A_{1}, A_{2}, \ldots, A_{n}$ are mutually exclusive) and let $X$ be arbitrary. Then

$$
\begin{equation*}
\mathrm{P}(X)=\mathrm{P}\left(A_{1}\right) \mathrm{P}_{\Lambda_{2}}(X)+\mathrm{P}\left(A_{\Sigma}\right) \mathrm{P}_{A_{7}}(X)+\cdots+\mathrm{P}\left(A_{n}\right) \mathrm{P}_{\Lambda_{n}}(X) \ldots \tag{13}
\end{equation*}
$$

Proof:

$$
X=A_{1} X+A_{2} X+\ldots+A_{n} X ;
$$

using (4) we have

$$
\mathrm{P}(X)=\mathrm{P}\left(A_{1} X\right)+\mathrm{P}\left(A_{2} X\right)+\ldots+\mathrm{P}\left(A_{n} X\right)
$$

and according to (6) we have at the same time

$$
\mathrm{P}\left(A_{\star} X\right)=\mathrm{P}\left(A_{i}\right) \mathrm{P}_{A_{\mathrm{t}}}(X)
$$

The Theorem of Bayes: Let $A_{1}+A_{2}+\ldots+A_{n}=E$ and $X$ be arbitrary, then

$$
\left.\begin{array}{r}
\mathrm{P}_{X}\left(A_{i}\right)=\frac{\mathrm{P}\left(A_{i}\right) \mathrm{P}_{A_{1}}(X)}{\mathrm{P}\left(A_{1}\right) \mathrm{P}_{A_{2}}(X)+\mathrm{P}\left(A_{2}\right) \mathrm{P}_{A_{3}}(X)+\cdots+\mathrm{P}\left(A_{n}\right) \mathrm{P}_{A_{n}}(X)} .  \tag{14}\\
i=1,2,3, \ldots, n
\end{array}\right\}
$$

$A_{1}, A_{2}, \ldots, A_{n}$ are often called "hypotheses" and formula (14) is considered as the probability $\mathrm{P}_{X}\left(A_{1}\right)$ of the hypothesis $A_{i}$ after the occurrence of event $X$. $\left[\mathrm{P}\left(A_{i}\right)\right.$ then denotes the a priori probability of $A_{\text {t }}$.]

Proof: From (12) we have

$$
\mathrm{P}_{X}\left(A_{i}\right)=\frac{\mathrm{P}\left(A_{i}\right) \mathrm{P}_{\mathcal{A}_{1}}(X)}{\mathrm{P}(X)}
$$

To obtain the formula (14) it only remains to substitute for the probability $\mathrm{P}(X)$ its value derived from (13) by applying the theorem on total probability.

## 85. Independence

The concept of mutual independence of two or more experiments holds, in a certain sense, a central position in the theory of probability. Indeed, as we have already seen, the theory of probability can be regarded from the mathematical point of view as a special application of the general theory of additive set functions. One naturally asks, how did it happen that the theory of probability developed into a large individual science possessing its own methods?

In order to answer this question, we must point out the specialization undergone by general problems in the theory of additive set functions when they are proposed in the theory of probability.

The fact that our additive set function $\mathrm{P}(A)$ is non-negative and satisfies the condition $\mathrm{P}(E)=1$, does not in itself cause new difficulties. Random variables (see Chap. III) from a mathematical point of view represent merely functions measurable with respect to $P(A)$, while their mathematical expectations are abstract Lebesgue integrals. (This analogy was explained fully for the first time in the work of Fréchet ${ }^{\text {b }}$.) The mere introduction of the above concepts, therefore, would not be sufficient to produce a basis for the development of a large new theory.

Historically, the independence of experiments and random variables represents the very mathematical concept that has given the theory of probability its peculiar stamp. The classical work or LaPlace, Poisson, Tchebychev, Markov, Liapounov, Mises, and

[^4]Bernstein is actually dedicated to the fundamental investigation of series of independent random variables. Though the latest dissertations (Markov, Bernstein and others) frequently fail to assume complete independence, they nevertheless reveal the necessity of introducing analogous, weaker, conditions, in order to obtain sufficiently significant results (see in this chapter § 6 , Markov chains).

We thus see, in the concept of independence, at least the germ of the peculiar type of problem in probability theory. In this book, however, we shall not stress that fact, for here we are interested mainly in the logical foundation for the specialized investigations of the theory of probability.

In consequence, one of the most important problems in the philosophy of the natural sciences is-in addition to the wellknown one regarding the essence of the concept of probability itself-to make precise the premises which would make it possible to regard any given real events as independent. This question, however, is beyond the scope of this book.

Let us turn to the definition of independence. Given $n$ experiments $\mathscr{A}^{(1)}, \mathscr{M}^{(2)}, \ldots, \mathfrak{M}^{(n)}$, that is, $n$ decompositions

$$
E=A_{1}^{(i)}+A_{2}^{(i)}+\cdots+A_{r_{i}}^{(i)} \quad i=1,2, \ldots, n
$$

of the basic set $E$. It is then possible to assign $r=r_{1} r_{2} \ldots r_{n}$ probabilities (in the general case)

$$
p_{q_{1}, g_{2} \ldots q_{n}}=\mathrm{P}\left(A_{q_{2}}^{(3)} A_{q_{1}}^{(\underline{)})} \ldots A_{\eta_{n}}^{(n)}\right) \geq 0
$$

which are entirely arbitrary except for the single condition ${ }^{7}$ that

$$
\begin{equation*}
\sum_{q_{1}, q_{1}, \ldots, q_{n}} p_{q_{1} q_{2} \ldots q_{n}}=1 \tag{1}
\end{equation*}
$$

Definition I. $n$ experiments $\mathfrak{A}^{(1)}, \mathfrak{a}^{(2)}, \ldots, \mathfrak{A}^{(n)}$ are called mutually independent, if for any $q_{1}, q_{2}, \ldots, q_{n}$ the following equation holds true:

$$
\begin{equation*}
\mathrm{P}\left(A_{q_{1}}^{(1)} A_{q_{2}}^{(2)} \ldots A_{q_{n}}^{(n)}\right)=\mathrm{P}\left(A_{q_{1}}^{(1)}\right) \mathrm{P}\left(A_{\eta_{2}}^{(2)}\right) \ldots \mathrm{P}\left(A_{q_{n}}^{(n)}\right) . \tag{2}
\end{equation*}
$$

[^5]Among the $r$ equations in (2), there are only $r-r_{1}-r_{2}-\ldots-r_{n}+$ $n-1$ independent equations ${ }^{8}$.

ThEOREM I. If $n$ experiments $\mathfrak{M}^{(1)}, \mathfrak{H}^{(2)}, \ldots, \mathscr{U}^{(n)}$ are mutually independent, then any $m$ of them $(m<n), \mathscr{U}^{(i)}, \mathscr{Y}^{(i)}, \ldots, \mathscr{U}^{(i n)}$, are also independent ${ }^{\circ}$.

In the case of independence we then have the equations:

$$
\begin{equation*}
\mathrm{P}\left(A_{q_{2}}^{\left(i_{i}\right)} A_{q_{2}}^{\left(i_{2}\right)} \ldots A_{q_{m}}^{\left(i_{m}\right)}\right)=\mathrm{P}\left(A_{q_{1}}^{\left(i_{1}\right)}\right) \mathrm{P}\left(A_{q_{2}}^{\left(i_{2}\right)}\right) \ldots \mathrm{P}\left(A_{\eta_{m}}^{\left(m_{m}\right)}\right) \tag{3}
\end{equation*}
$$

(all $i_{k}$ must be different.)
Definition II. $n$ events $A_{1}, A_{2}, \ldots, A_{n}$ are mutually independent, if the decompositions (trials)

$$
E=A_{k}+\bar{A}_{k} \quad(k=1,2, \ldots, n)
$$

are independent.
In this case $r_{1}=r_{2}=\ldots=r_{n}=2, r=2^{n}$; therefore, of the $2^{n}$ equations in (2) only $2^{n}-n-1$ are independent. The necessary and sufficient conditions for the independence of the events $A_{1}, A_{2}$, $\ldots, A_{n}$ are the following $2^{n}-n-1$ equations ${ }^{10}$ :

$$
\begin{align*}
\mathrm{P}\left(A_{i_{1}} A_{i_{1}} \ldots A_{i_{m}}\right) & =\mathrm{P}\left(A_{i_{1}}\right) \mathrm{P}\left(A_{i_{1}}\right) \ldots \mathrm{P}\left(A_{i_{m}}\right),  \tag{4}\\
m & =1,2, \ldots, n, \\
1 \leqq i_{1} & <i_{2}<\cdots<i_{m} \leqq n .
\end{align*}
$$

All of these equations are mutually independent.
In the case $n=2$ we obtain from (4) only one condition (2 $2^{2}-2-$

[^6]${ }^{10}$ See S. N. Bernstein [1] pp. 47-57. However, the reader can easily prove this himeelf (using mathematical induction).
$1=1$ ) for the independence of two events $A_{1}$ and $A_{2}$ :
\[

$$
\begin{equation*}
\mathrm{P}\left(A_{1} A_{2}\right)=\mathrm{P}\left(A_{1}\right) \mathrm{P}\left(A_{2}\right) \tag{5}
\end{equation*}
$$

\]

The system of equations (2) reduces itself, in this case, to three equations, besides (5) :

$$
\begin{aligned}
& \mathrm{P}\left(A_{1} \bar{A}_{2}\right)=\mathrm{P}\left(A_{1}\right) \mathrm{P}\left(\bar{A}_{2}\right) \\
& \mathrm{P}\left(\bar{A}_{1} A_{2}\right)=\mathrm{P}\left(\bar{A}_{1}\right) \mathrm{P}\left(A_{2}\right) \\
& \mathrm{P}\left(\bar{A}_{1} \bar{A}_{2}\right)=\mathrm{P}\left(\bar{A}_{1}\right) \mathrm{P}\left(\bar{A}_{2}\right),
\end{aligned}
$$

which obviously follow from (5). ${ }^{11}$
It need hardly be remarked that from the independence of the events $A_{1}, A_{2}, \ldots, A_{n}$ in pairs, i.e. from the relations

$$
\mathrm{P}\left(A_{i} A_{j}\right)=\mathrm{P}\left(A_{\imath}\right) \mathrm{P}\left(A_{j}\right)
$$

it does not al all follow that when $n>2$ these events are independent ${ }^{12}$. (For that we need the existence of all equations (4).)

In introducing the concept of independence, no use was made of conditional probability. Our aim has been to explain as clearly as possible, in a purely mathematical manner, the meaning of this concept. Its applications, however, generally depend upon the properties of certain conditional probabilities.

If we assume that all probabilities $\mathrm{P}\left(A_{q}{ }^{(i)}\right)$ are positive, then from the equations (3) it follows ${ }^{13}$ that

From the fact that formulas (6) hold, and from the Multiplication Theorem (Formula (7), §4), follow the formulas (2). We obtain, therefore,

Theorem II: A necessary and sufficient condition for independence of experiments $\mathfrak{A l}^{(1)}, \mathscr{A}^{(2)}, \ldots, \mathfrak{A}^{(n)}$ in the case of posi-

[^7]$$
A=\left\{\xi_{1}, \xi_{3}\right\}, B=\left\{\xi_{1}, \xi_{3}\right\}, C=\left\{\xi_{1}, \xi_{4}\right\} .
$$

It is easy to compu e that

$$
P(A)=P(B)=P(C)=1 / 6,
$$

$$
P(A B)=P(B C)=P(A C)=4=(1 / 2)^{2},
$$

$$
P(A B C)=3+(1 / 2)^{3} .
$$

${ }^{4}$ To prove it, one must keep in mind the definition of conditional probability (Formula (5), §4) and substitute for the probabilities of products the products of probsbilities according to formula (3).
tive probabilities $\mathrm{P}\left(A_{q}^{(0)}\right)$ is that the conditional probability of the results $A_{q}{ }^{(i)}$ of experiments $\mathfrak{Q l}^{(i)}$ under the hypothesis that several other tests $\mathfrak{g}^{\left({ }^{(i)}\right.}, \mathfrak{e}^{\left({ }^{(i)}\right)}, \ldots, \mathfrak{Z}^{\left({ }^{(i)}\right)}$ have had definite results $A_{i,}^{\left(i_{1}\right)}, A_{(i)}^{\left(i_{2}\right)}, A_{i_{2}}^{\left(i_{i}\right)}, \ldots, A_{q}^{\left(i_{k}\right)} \quad$ is equal to the absolute probability $\mathrm{P}\left(A_{q}{ }^{(i)}\right)$.

On the basis of formulas (4) we can prove in an analogous manner the following theorem:

Theorem III. If all probabilities $\mathrm{P}\left(A_{k}\right)$ are positive, then a necessary and sufficient condition for mutual independence of the events $A_{1}, A_{2}, \ldots, A_{n}$ is the satisfaction of the equations

$$
\begin{equation*}
\mathrm{P}_{A_{i_{1}} A_{i_{h}} \cdots \Lambda_{i_{k}}}\left(A_{i}\right)=\mathrm{P}\left(A_{i}\right) \tag{7}
\end{equation*}
$$

for any pairwise different $i_{1}, i_{2}, \ldots, i_{k}, i$.
In the case $n=2$ the conditions (7) reduce to two equations:

$$
\left.\begin{array}{l}
\mathrm{P}_{A_{1}}\left(A_{2}\right)=\mathrm{P}\left(A_{2}\right),  \tag{8}\\
\mathrm{P}_{A_{2}}\left(A_{1}\right)=\mathrm{P}\left(A_{1}\right) .
\end{array}\right\}
$$

It is easy to see that the first equation in (8) alone is a necessary and sufficient condition for the independence of $A_{1}$ and $A_{2}$ provided $\mathrm{P}\left(A_{1}\right)>0$.

## § 6. Conditional Probabilities as Random Variables, Markov Chains

Let $\mathfrak{a}$ be a decomposition of the fundamental set $E$ :

$$
E=A_{1}+A_{2}+\ldots+A_{r}
$$

and $x$ a real function of the elementary event $\xi_{1}$ which for every set $A_{q}$ is equal to a corresponding constant $a_{q} . x$ is then called a random variable, and the sum

$$
E(x)=\sum_{q} a_{0} \mathrm{P}\left(A_{⿱}\right)
$$

is called the mathematical expectation of the variable $x$. The theory of random variables will be developed in Chaps. III and IV. We shall not limit ourselves there merely to those random variables which can assume only a finite number of different values.

A random variable which for every set $A_{q}$ assumes the value $P_{A_{e}}(B)$, we shall call the conditional probability of the event $B$ after the given experiment 9 and shall designate it by $P_{\mathfrak{g}}(B)$. Two experiments $\mathscr{K}^{(1)}$ and $\mathfrak{M}^{(2)}$ are independent if, and only if,

$$
P_{\text {in }}(1)\left(A_{q}^{(2)}\right)=\mathrm{P}\left(A_{q}^{(\otimes)}\right) \quad q=1,2, \ldots, r_{2} .
$$

Given any decompositions (experiments) $\mathfrak{I}^{(1)}, \mathfrak{H}^{(2)}, \ldots, \mathfrak{A}^{(n)}$, we we shall represent by

$$
\mathbb{R}^{(1)} \mathscr{I}^{(2)} \ldots \mathscr{Z}^{(n)}
$$

the decomposition of set $E$ into the products

$$
A_{q_{i}}^{(1)} A_{q_{i}}^{(2)} \ldots A_{q_{n}}^{(n)}
$$

Experiments $\mathfrak{M}^{(1)}, \mathfrak{H}^{(2)}, \ldots, \mathscr{A}^{(n)}$ are mutually independent when and only when

$$
\mathrm{P}_{q(1)} q\left((2) \ldots \varepsilon(k-1)\left(A_{q}^{(k)}\right)=\mathrm{P}\left(A_{q}^{(t)}\right),\right.
$$

$k$ and $q$ being arbitrary ${ }^{14}$.
Definition: The sequence $\quad \mathfrak{A}^{(1)}, \mathfrak{U}^{(2)}, \ldots, \mathfrak{A}^{(1)}, \ldots$ forms a Markov chain if for arbitrary $n$ and $q$

Thus, Markov chains form a natural generalization of sequences of mutually independent experiments. If we set

$$
P_{q_{m} q_{n}}(m, n)=P_{A_{m}}\left(\dot{m}_{m}\right)\left(A_{q_{n}}^{(n n)}\right) \quad m<n,
$$

then the basic formula of the theory of Markov chains will assume the form:

$$
\begin{equation*}
p_{q_{\&} q_{n}}(k, n)=\sum_{q_{m}} p_{q_{k} q_{m}}(k, m) p_{q_{m} q_{n}}(m, n), \quad k<m<n . \tag{1}
\end{equation*}
$$

If we denote the matrix $\left\|p_{\rho_{m} q_{n}}(m, n)\right\|$ by $p(m, n)$, (1) can be written as ${ }^{15}$ :

$$
\begin{equation*}
p(k, n)=p(k, m) p(m, n) \quad k<m<n . \tag{2}
\end{equation*}
$$

[^8]
## Chapter II

## INFINITE PROBABILITY FIELDS

## § 1. Axiom of Continuity

We denote by $\mathbb{D}_{m} A_{m,}$ as is customary, the product of the sets $A_{m}$ (whether finite or infinite in number) and their sum by ${\underset{m}{m}}^{S_{m}}$. Only in the caseof disjoint sets $A_{m}$ is the form $\sum_{m} A_{m}$ used instead of $\underset{m}{\mathbb{S}_{m}} A_{m}$. Consequently,

$$
\begin{aligned}
& ভ_{m} A_{m}=A_{1}+A_{2}+\cdots, \\
& \sum_{n} A_{m}=A_{1}+A_{2}+\cdots, \\
& \sum_{m} A_{m}=A_{1} A_{2} \cdots .
\end{aligned}
$$

In all future investigations, we shall assume that besides Axioms I-V, still another holds true:
VI. For a decreasing sequence of events

$$
\begin{equation*}
A_{1} \supset A_{2} \supset \cdots \supset A_{n} \supset \cdots \tag{1}
\end{equation*}
$$

of $\mathfrak{F}$, for which

$$
\begin{equation*}
{ }_{n}^{D} A_{n}=0, \tag{2}
\end{equation*}
$$

the following equation holds:

$$
\begin{equation*}
\lim P\left(A_{n}\right)=0 . \quad n \rightarrow \infty \tag{3}
\end{equation*}
$$

In the future we shall designate by probability field only a field of probability as outlined in the first chapter, which also satisfies Axiom VI. The fields of probability as defined in the first chapter without Axiom VI might be called generalized fields of probability.

If the system $\mathfrak{F}$ of sets is finite, Axiom VI follows from Axioms I-V. For actually, in that case there exist only a finite number of different sets in the sequence (1). Let $A_{k}$ be the smallest among them, then all sets $A_{k+p}$ coincide with $A_{k}$ and we obtain then

$$
\begin{aligned}
A_{k}=A_{k+p} & =\mathfrak{D} A_{n}=0 \\
\lim \mathrm{P}\left(A_{n}\right) & =\mathrm{P}(0)=0
\end{aligned}
$$

All examples of finite fields of probability, in the first chapter, satisfy, therefore, Axiom VI. The system of Axioms I - VI then proves to be consistent and incomplete.

For infinite fields, on the other hand, the Axiom of Continuity, VI, proved to be independent of Axioms I - V. Since the new axiom is essential for infinite fields of probability only, it is almost impossible to elucidate its empirical meaning, as has been done, for example, in the case of Axioms I-V in § 2 of the first chapter. For, in describing any observable random process we can obtain only finite fields of probability. Infinite fields of probability occur only as idealized models of real random processes. We limit ourselves, arbitrarily, to only those models which satisfy Axiom VI. This limitation has been found expedient in researches of the most diverse sort.

Generallzed Addition Theorem : If $A_{1}, A_{2}, \ldots, A_{n}, \ldots$ and A belong to $\mathfrak{F}$, then from

$$
\begin{equation*}
A=\sum_{n} A_{n} \tag{4}
\end{equation*}
$$

follows the equation

$$
\begin{equation*}
\mathrm{P}(A)=\sum_{n} \mathrm{P}\left(A_{n}\right) . \tag{5}
\end{equation*}
$$

Proof: Let

$$
R_{n}=\sum_{m>n} A_{m}
$$

Then, obviously

$$
\underset{n}{D}\left(R_{n}\right)=0,
$$

and, therefore, according to Axiom VI

$$
\begin{equation*}
\lim \mathrm{P}\left(R_{n}\right)=0 \quad n \rightarrow \infty \tag{6}
\end{equation*}
$$

On the other hand, by the addition theorem

$$
\begin{equation*}
\mathrm{P}(A)=\mathrm{P}\left(A_{1}\right)+\mathrm{P}\left(A_{2}\right)+\ldots+\mathrm{P}\left(A_{n}\right)+\mathrm{P}\left(R_{n}\right) . \tag{7}
\end{equation*}
$$

From (6) and (7) we immediately obtain (5).
We have shown, then, that the probability $\mathrm{P}(A)$ is a completely additive set function on $\mathfrak{F}$. Conversely, Axioms V and VI hold true for every completely additive set function defined on
any field $\mathfrak{F}$.* We can, therefore, define the concept of a field of probability in the following way: Let $E$ be an arbitrary set, $\mathfrak{F}$ a field of subsets of $E$, containing $E$, and $P(A)$ a non-negative completely additive set function defined on $\mathfrak{F}$; the field $\mathfrak{F}$ together with the set function $\mathrm{P}(A)$ forms a field of probability.

A Covering Theorem: If $A, A_{1}, A_{2}, \ldots, A_{n}, \ldots$ belong to $\mathfrak{F}$ and

$$
\begin{equation*}
A \subset \subseteq_{n} A_{n}, \tag{8}
\end{equation*}
$$

then

$$
\begin{equation*}
P(A) \leq \sum_{n} P\left(A_{n}\right) . \tag{9}
\end{equation*}
$$

Proof:

$$
\begin{aligned}
& A=A \underset{n}{\underset{\sim}{G}}\left(A_{n}\right)=A A_{1}+A\left(A_{2}-A_{2} A_{1}\right)+A\left(A_{3}-A_{3} A_{2}-A_{3} A_{1}\right)+\cdots, \\
& \mathrm{P}(A)=\mathrm{P}\left(A A_{1}\right)+\mathrm{P}\left\{A\left(A_{2}-A_{2} A_{1}\right)\right\}+\cdots \leq \mathrm{P}\left(A_{1}\right)+\mathrm{P}\left(A_{2}\right)+\cdots .
\end{aligned}
$$

## § 2. Borel Fields of Probability

The field $\mathfrak{F}$ is called a Borel field, if all countable sums $\sum A_{n}$ of the sets $A_{\boldsymbol{k}}$ from $\mathfrak{F}$ belong to $\mathfrak{F}$. Borel fields are also called $\boldsymbol{C}$ pletely additive systems of sets. From the formula
we can deduce that a Borel field contains also all the sums ${\underset{n}{S}}_{\underset{n}{n}} A_{n}$ composed of a countable number of sets $A_{n}$ belonging to it. From the formula

$$
\begin{equation*}
{\underset{N}{n}} A_{n}=E-{\underset{n}{n}}^{S_{n}} \tag{2}
\end{equation*}
$$

the same can be said for the product of sets.
A field of probability is a Borel field of probability if the corresponding field $\mathfrak{F}$ is a Borel field. Only in the case of Borel fields of probability do we obtain full freedom of action, without danger of the occurrence of events having no probability. We shall now prove that we may limit ourselves to the investigation of Borel fields of probability. This will follow from the so-called extension theorem, to which we shall now turn.

Given a field of probability ( $\mathfrak{F}, \mathrm{P}$ ). As is known ${ }^{1}$, there exists a smallest Borel field $B \mathfrak{f}$ containing $\mathfrak{F}$. And we have the

[^9]Extension Theorem: It is always possible to extend a nonnegative completely additive set function $\mathrm{P}(A)$, defined in $\mathfrak{F}$, to all sets of BG without losing either of its properties (nonnegativeness and complete additivity) and this can be done in only one way.

The extended field $B \mathscr{F}$ forms with the extended set function $\mathrm{P}(A)$ a field of probability ( $B \mathfrak{y}, \mathrm{P}$ ). This field of probability ( $B \mathcal{Y}, \mathrm{P}$ ) we shall call the Borel extension of the field ( $\mathfrak{F}, \mathrm{P}$ )

The proof of this theorem, which belongs to the theory of additive set functions and which sometimes appears in other forms, can be given as follows:

Let $A$ be any subset of $E$; we shall denote by $\mathrm{P}^{*}(A)$ the lower limit of the sums

$$
\sum_{n} P\left(A_{n}\right)
$$

for all coverings

$$
A \subset{\underset{n}{n}} A_{n}
$$

of the set $A$ by a finite or countable number of sets $A_{n}$ of $\mathfrak{F}$. It is easy to prove that $\mathrm{P}^{*}(A)$ is then an outer measure in the Carathéodory sense ${ }^{2}$. In accordance with the Covering Theorem (§ 1), $\mathrm{P}^{*}(A)$ coincides with $\mathrm{P}(A)$ for all sets of $\mathfrak{F}$. It can be further shown that all sets of $\mathfrak{F}$ are measurable in the Caratheodory sense. Since all measurable sets form a Borel field, all sets of $B \mathfrak{F}$ are consequently measurable. The set function $\mathrm{P}^{*}(A)$ is, therefore, completely additive on $B \mathfrak{F}$, and on $B \mathfrak{F}$ we may set

$$
\mathrm{P}(A)=\mathrm{P}^{*}(A) .
$$

We have thus shown the existence of the extension. The uniqueness of this extension follows immediately from the minimal property of the field $B \mathfrak{F}$.

Remark: Even if the sets (events) $A$ of $\mathfrak{F}$ can be interpreted as actual and (perhaps only approximately) observable events, it does not, of course, follow from this that the sets of the extended field $B$ fy reasonably admit of such an interpretation.

Thus there is the possibility that while a field of probability ( $\mathfrak{F}, \mathrm{P}$ ) may be regarded as the image (idealized, however) of

[^10]actual random events, the extended field of probability ( $B \mathfrak{F}, \mathrm{P}$ ) will still remain merely a mathematical structure.

Thus sets of $B \mathfrak{Z}$ are generally merely ideal events to which nothing corresponds in the outside world. However, if reasoning which utilizes the probabilities of such ideal events leads us to a determination of the probability of an actual event of $\mathfrak{F}$, then, from an empirical point of view also, this determination will automatically fail to be contradictory.

## 8 3. Examples of Infinite Fields of Probability

I. In $\& 1$ of the first chapter, we have constructed various finite probability fields.

Let now $E=\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{n}, \ldots\right\}$ be a countable set, and let $\mathfrak{i}$ coincide with the aggregate of the subsets of $E$.

All possible probability fields with such an aggregate $\mathfrak{F}$ are obtained in the following manner:

We take a sequence of non-negative numbers $p_{\boldsymbol{n}}$, such that

$$
p_{1}+p_{2}+\ldots+p_{n}+\ldots=1
$$

and for each set $A$ put

$$
\mathrm{P}(A)=\sum_{n}^{\prime} p_{n}
$$

where the summation $\sum^{\prime}$ extends to all the indices $n$ for which $\xi_{n}$ belongs to $A$. These fields of probability are obviously Borel fields.
II. In this example, we shall assume that $E$ represents the real number axis. At first, let $\mathfrak{F}$ be formed of all possible finite sums of half-open intervals $[a ; b)=\{a \leq \xi<b\}$ (taking into consideration not only the proper intervals, with finite $a$ and $b$, but also the improper intervals $[-\infty ; a),[a ;+\infty)$ and $[-\infty$; $+\infty)$ ). $\mathfrak{z}$ is then a field. By means of the extension theorem, however, each field of probability on $\mathcal{F}$ can be extended to a similar field on $B \mathfrak{F}$. The system of sets $B \mathfrak{F}$ is, therefore, in our case nothing but the system of all Borel point sets on a line. Let us turn now to the following case.
III. Again suppose $E$ to be the real number axis, while $\mathfrak{F}$ is composed of all Borel point sets of this line. In order to construct a field of probability with the given field $\mathfrak{F}$, it is sufficient to define an arbitrary non-negative completely additive set-function
$\mathrm{P}(A)$ on $\mathfrak{F}$ which satisfies the condition $\mathrm{P}(E)=1$. As is well knowns such a function is uniquely determined by its values

$$
\begin{equation*}
\mathrm{P}[-\infty ; x)=F(x) \tag{1}
\end{equation*}
$$

for the special intervals $[-\infty ; x)$. The function $F(x)$ is called the distribution function of $\xi$. Further on (Chap. III, § 2) we shall shown that $F(x)$ is non-decreasing, continuous on the left, and has the following limiting values:

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} F(x)=F(-\infty)=0, \quad \lim _{x \rightarrow+\infty} F(x)=F(+\infty)=1 \tag{2}
\end{equation*}
$$

Conversely, if a given function $F(x)$ satisfies these conditions, then it always determines a non-negative completely additive setfunction $P(A)$ for which $P(E)=1$ :
IV. Let us now consider the basic set $E$ as an $n$-dimensional Euclidian space $R^{n}$, i.e., the set of all ordered $n$-tuples $\xi=\left\{x_{1}, x_{2}\right.$, $\left.\ldots, x_{n}\right\}$ of real numbers. Let $\ddagger$ consist, in this case, of all Borel point-sets ${ }^{5}$ of the space $R^{n}$. On the basis of reasoning analogous to that used in Example II, we need not investigate narrower systems of sets, for example the systems of $n$-dimensional intervals.

The role of probability function $\mathrm{P}(A)$ will be played here, as always, by any non-negative and completely additive setfunction defined on $\mathfrak{F}$ and satisfying the condition $P(E)=1$. Such a set-function is determined uniquely if we assign its values

$$
\begin{equation*}
P\left(L_{u_{1} a_{2}} \ldots a_{n}\right)=F\left(a_{1}, a_{2}, \ldots, a_{n}\right) \tag{3}
\end{equation*}
$$

for the special sets $L_{a_{1} a_{1} \ldots a_{n}}$, where $L_{a_{1} a_{1} \ldots a_{n}}$ represents the aggregate of all $\xi$ for which $x_{i}<a_{i}(i=1,2, \ldots, n)$.

For our function $F\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ we may choose any function which for each variable is non-decreasing and continuous on the left, and which satisfies the following conditions:

$$
\begin{align*}
& \lim _{a_{i} \rightarrow-\infty} F\left(a_{1}, a_{2}, \ldots, a_{n}\right)=F\left(a_{1}, \ldots, a_{i-1},-\infty, a_{i+1}, \ldots, a_{n}\right)=0, \quad \begin{array}{r}
i=1,2, \ldots, n
\end{array} \\
& \lim F\left(a_{1}, a_{2}, \ldots, a_{n}\right)=F(+\infty,+\infty, \ldots,+\infty)=1 \text {. } \\
& \begin{array}{r}
\sum_{\substack{i=1 \\
x_{i}=0,2}}^{n}(-1)^{\varepsilon_{1}+\varepsilon_{2}+\ldots+a_{n} F\left(a_{1}-\varepsilon_{1} c_{1}, a_{2}-\varepsilon_{2} c_{2}, \ldots, a_{n}-\varepsilon_{n} c_{n}\right) \geqq 0,} \\
c_{i}>0, \quad i=1,2,3, \ldots, n .
\end{array}
\end{align*}
$$

${ }^{3}$ Cf., for example, Lebesgue, Leçons sur l'intégration, 1928, p. 152-156.

- See the previous note.
${ }^{3}$ For a definition of Borel sets in $R$ see Hausdorff, Mengenlehre, 1927, pp. 177-181.
$F\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is called the distribution function of the variables $x_{1}, x_{2}, \ldots, x_{n}$.

The investigation of fields of probability of the above type is sufficient for all classical problems in the theory of probabilityb. In particular, a probability function in $R^{n}$ can be defined thus:

We take any non-negative point function $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ defined in $R^{n}$, such that

$$
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty} f\left(x_{1}, x_{2}, \ldots, x_{n}\right) d x_{1} d x_{2} \ldots d x_{n}=1
$$

and set

$$
\begin{equation*}
\mathrm{P}(A)=\iint \ldots \int_{A} f\left(x_{1}, x_{2}, \ldots, x_{n}\right) d x_{1} d x_{2} \ldots d x_{n} . \tag{5}
\end{equation*}
$$

$f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is, in this case, the probability density at the point ( $x_{1}, x_{2}, \ldots, x_{n}$ ) (cf. Chap. III, § 2).

Another type of probability function in $R^{n}$ is obtained in the following manner: Let $\left\{\xi_{i}\right\}$ be a sequence of points of $R^{n}$, and let $\left\{p_{i}\right\}$ be a sequence of non-negative real numbers, such that $\sum p_{i}=1$; we then set, as we did in Example I,

$$
\mathrm{P}(A)=\Sigma^{\prime} p_{\mathrm{t}}
$$

where the summation $\sum^{\prime}$ extends over all indices $i$ for which $\xi$ belongs to $A$. The two types of probability functions in $R^{n}$ mentioned here do not exhaust all possibilities, but are usually considered sufficient for applications of the theory of probability. Nevertheless, we can imagine problems of interest for applications outside of this classical region in which elementary events are defined by means of an infinite number of coordinates. The corresponding fields of probability we shall study more closely after introducing several concepts needed for this purpose. (Cf. Chap. III, § 3).

[^11]
## Chapter III

## RANDOM VARIABLES

## § 1. Probability Functions

Given a mapping of the set $E$ into a set $E^{\prime}$ consisting of any type of elements, i.e., a single-valued function $u(\xi)$ defined on $E$, whose values belong to $E^{\prime}$. To each subset $A^{\prime}$ of $E^{\prime}$ we shall put into correspondence, as its pre-image in $E$, the set $u^{-1}\left(A^{\prime}\right)$ of all elements of $E$ which map onto elements of $A^{\prime}$. Let $\mathscr{F}^{(x)}$ be the system of all subsets $A^{\prime}$ of $E^{\prime}$, whose pre-images belong to the field $\mathfrak{F}$. $\mathfrak{F}^{(\mu)}$ will then also be a field. If $\mathfrak{F}$ happens to be a Borel field, the same will be true of $\mathfrak{g}^{(x)}$. We now set

$$
\begin{equation*}
\mathrm{P}(x)\left(A^{\prime}\right)=\mathrm{P} \quad\left\{u^{-1}\left(A^{\prime}\right)\right\} . \tag{1}
\end{equation*}
$$

Since this set-function $P(w)$, defined on $\mathcal{F}\left({ }^{(k)}\right.$, satisfies with respect to the field $\mathfrak{F}^{(x)}$ all of our Axioms I - VI, it represents a probability function on $\mathfrak{F}^{(n)}$. Before turning to the proof of all the facts just stated, we shall formulate the following definition.

Definition. Given a single-valued function $u(\xi)$ of a random event $\xi$. The function $P^{(u)}\left(A^{\prime}\right)$, defined by (1), is then called the probability function of $u$.

Remark 1: In studying fields of probability ( $\mathfrak{F}, \mathrm{P}$ ), we call the function $\mathrm{P}(A)$ simply the probability function, but $\mathrm{P}\left({ }^{(u)}\left(A^{\prime}\right)\right.$ is called the probability function of $u$. In the case $u(\xi)=\xi, P(x)\left(A^{\prime}\right)$ coincides with $\mathrm{P}(A)$.

Remark 2: The event $\tau^{-1}\left(A^{\prime}\right)$ consists of the fact that $u(\xi)$ belongs to $A^{\prime}$. Therefore, $\mathrm{P}^{(u)}\left(A^{\prime}\right)$ is the probability of $u(\xi) \subset A^{\prime}$.

We still have to prove the above-mentioned properties of $\mathfrak{g}^{(s)}$ and $P(u)$. They follow, however, from a single fact, namely:

Lemma. The sum, product, and difference of any pre-image sets $v^{-1}\left(A^{\prime}\right)$ are the pre-images of the corresponding sums, prod$u c t s$, and differences of the original sets $A^{\prime}$.

The proof of this lemma is left for the reader.

Let $A^{\prime}$ and $B^{\prime}$ be two sets of $\mathfrak{F}^{(x)}$. Their pre-images $A$ and $B$ belong then to $\mathcal{F}$. Since $\mathfrak{F}$ is a field, the sets $A B, A+B$, and $A-B$. also belong to $\mathfrak{f}$; but these sets are the pre-images of the sets $A^{\prime} B^{\prime}$, $A^{\prime}+B^{\prime}$, and $A^{\prime}-B^{\prime}$, which thus belong to $\mathcal{F}^{(\infty)}$. This proves that $\mathfrak{F}^{(u)}$ is a field. In the same manner it can be shown that if $\mathfrak{f}$ is a Borel field, so is $\mathfrak{F}^{(x)}$.

Furthermore, it is clear that

$$
\mathrm{P}(x)\left(E^{\prime}\right)=\mathrm{P}\left\{u^{-1}\left(E^{\prime}\right)\right\}=\mathrm{P}(E)=1 .
$$

That $P^{(u)}$ is always non-negative, is self-evident. It remains only to be shown, therefore, that $P(u)$ is completely additive (cf. the end of § 1, Chap. II).

Let us assume that the sets $A_{n}^{\prime}$, and therefore their pre-images $v^{-1}\left(A_{n}^{\prime}\right)$, are disjoint. It follows that

$$
\begin{aligned}
\mathrm{P}\left({ }^{(x)}\left(\sum_{n} A_{n}^{\prime}\right)\right. & =\mathrm{P}\left\{u^{-1}\left(\sum_{n} A_{n}^{\prime}\right)\right\}=\mathrm{P}\left\{\sum_{n} u^{-1}\left(A_{n}^{\prime}\right)\right\} \\
& =\sum_{n} \mathrm{P}\left\{u^{-1}\left(A_{n}^{\prime}\right)\right\}=\sum_{n} \mathrm{P}^{(u)}\left(A_{n}^{\prime}\right)
\end{aligned}
$$

which proves the complete additivity of $P(x)$.
In conclusion let us also note the following. Let $u_{1}(\xi)$ be a function mapping $E$ on $E^{\prime}$, and $u_{2}\left(\xi^{\prime}\right)$ be another function, mapping $E^{\prime}$ on $E^{\prime \prime}$. The product function $u_{2} u_{1}(\xi)$ maps $E$ on $E^{\prime \prime}$. We shall now study the probability functions $P^{\left(u_{1}\right)}\left(A^{\prime}\right)$ and $P(x)\left(A^{\prime \prime}\right)$ for the functions $u_{1}(\xi)$ and $u(\xi)=u_{3} u_{1}(\xi)$. It is easy to show that these two probability functions are connected by the following relation:

$$
\begin{equation*}
\mathrm{P}^{(u)}\left(A^{\prime \prime}\right)=\mathrm{P}\left(u_{u}\right)\left\{u_{2}^{-1}\left(A^{\prime \prime}\right)\right\} . \tag{2}
\end{equation*}
$$

## § 2. Definition of Random Variables and of

## Distribution Functions

Definition. A real single-valued function $x(\xi)$, defined on the basic set $E$, is called a random variable if for each choice of a real number $a$ the set $\{x<a\}$ of all $\xi$ for which the inequality $x<a$ holds true, belongs to the system of sets $\mathfrak{F}$.

This function $x(\xi)$ maps the basic set $E$ into the set $R^{1}$ of all real numbers. This function determines, as in $\S 1$, a field $\mathfrak{F}^{(s)}$ of subsets of the set $R^{1}$. We may formulate our definition of random variable in this manner: A real function $x(\xi)$ is a random variable if and only if $\mathfrak{g}^{(s)}$ contains every interval of the form ( $-\infty ; a$ ).

Since $\mathfrak{F}^{(x)}$ is a field, then along with the intervals $(-\infty ; a)$ it contains all possible finite sums of half-open intervals [ $a ; b$ ). If our field of probability is a Borel field, then $\mathfrak{f}$ and $\mathfrak{F}^{(s)}$ are Borel fields; therefore, in this case $\mathfrak{F}^{(x)}$ contains all Borel sets of $R^{1}$.

The probability function of a random variable we shall denote in the future by $\mathrm{P}^{(x)}\left(A^{\prime}\right)$. It is defined for all sets of the field $\mathcal{F}^{(x)}$. In particular, for the most important case, the Borel field of probability, $P(x)$ is defined for all Borel sets of $R^{1}$.

Definition. The function

$$
F^{(x)}(a)=\mathrm{P}(x)(-\infty, a)=\mathrm{P}\{x<a\},
$$

where $-\infty$ and $+\infty$ are allowable values of $a$, is called the distribution function of the random variable $x$.

From the definition it follows at once that

$$
\begin{equation*}
F^{(s)}(-\infty)=0, F^{(x)}(+\infty)=1 . \tag{1}
\end{equation*}
$$

The probability of the realization of both inequalities $a \leqq x<b$, is obviously given by the formula

$$
\begin{equation*}
\mathrm{P}\{x \subset[a ; b)\}=F^{(x)}(b)-F^{(x)}(a) \tag{2}
\end{equation*}
$$

From this, we have, for $a<b$,

$$
F^{(x)}(a) \leqq F^{(x)}(b)
$$

which means that $F^{(x)}(a)$ is a non-decreasing function. Now let $a_{1}<a_{2}<\ldots<a_{n}<\ldots<b$; then

$$
\mathscr{D}_{n}\left\{x \subset\left[a_{n} ; b\right)\right\}=0
$$

Therefore, in accordance with the continuity axiom,

$$
F^{(x)}(b)-F^{(x)}\left(a_{n}\right)=\mathrm{P}\left\{x \subset\left[a_{n}, b\right)\right\}
$$

approaches zero as $n \rightarrow+\infty$. From this it is clear that $F^{(x)}(a)$ is continuous on the left.

In an analogous way we can prove the formulae:

$$
\begin{array}{cc}
\lim F^{(x)}(a)=F^{(s)}(-\infty)=0, & a \rightarrow-\infty, \\
\lim F^{(s)}(a)=F^{(x)}(+\infty)=1, & a \rightarrow+\infty \tag{4}
\end{array}
$$

If the field of probability ( $\mathcal{F}, \mathrm{P}$ ) is a Borel field, the values of the probability function $P^{(x)}(A)$ for all Borel sets $A$ of $R^{1}$ are uniquely determined by knowledge of the distribution function
$F^{(x)}(a)$ (cf. § 3, III in Chap. II). Since our main interest lies in these values of $\mathrm{P}^{(s)}(A)$, the distribution function plays a most significant role in all our future work.

If the distribution function $F^{(s)}(a)$ is differentiable, then we call its derivative with respect to $a$,

$$
f^{(x)}(a)=\frac{d}{d a} f^{(x)}(a),
$$

the probability density of $x$ at the point $a$.
If also $F^{(x)}(a)=\int_{-\infty}^{a} f^{(x)}(a) d a$ for each $a$, then we may express the probability function $\mathrm{P}^{(x)}(A)$ for each Borel set $A$ in terms of $f^{(x)}(a)$ in the following manner:

$$
\begin{equation*}
\mathrm{P}(x)(A)=\int_{A} I^{(x)}(a) d a . \tag{5}
\end{equation*}
$$

In this case we call the distribution of $x$ continuous. And in the general case, we write, analogously

$$
\begin{equation*}
\mathrm{P}^{(x)}(A)=\int_{\Lambda} d F^{(x)}(a) . \tag{6}
\end{equation*}
$$

All the concepts just introduced are capable of generalization for conditional probabilities. The set function

$$
\mathrm{P}_{B}^{(x)}(A)=\mathrm{P}_{B}(x \subset A)
$$

is the conditional probability function of $x$ under hypothesis $B$. The non-decreasing function

$$
F_{B}^{(t)}(a)=P_{B}(x<a)
$$

is the corresponding distribution function, and, finally (in the case where $F_{B}^{\square \longrightarrow}(a)$ is differentiable)

$$
f_{B}^{(x)}(a)=\frac{d}{d a} F_{B}^{(x)}(a)
$$

is the conditional probability density of $x$ at the point $a$ under hypothesis $B$.

## 8 3. Multi-dimensional Distribution Functions

Let now $n$ random variables $x_{1}, x_{2}, \ldots, x_{n}$ be given. The point $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of the $n$-dimensional space $R^{n}$ is a function of the elementary event $\xi$. Therefore, according to the general rules in § 1 , we have a field $\mathfrak{F}^{\left(x_{1}, x_{t}, \ldots, x_{n}\right)}$ consisting of
subsets of space $R^{n}$ and a probability function $P\left(x_{n}, x_{2}, \ldots, x_{n}\right)\left(A^{\prime}\right)$ defined on $\mathfrak{F}^{\prime}$. This probability function is called the $n$-dimensional probability function of the random vai iables $x_{1}, x_{2}, \ldots, x_{n}$.

As follows directly from the definition of a random variable, the field $\mathfrak{Y}^{\prime}$ contains, for each choice of $i$ and $a_{i}(i=1,2, \ldots, n)$, the set of all points in $R^{\boldsymbol{n}}$ for which $x_{i}<a_{i}$. Therefore $\mathfrak{F}^{\prime}$ also contains the intersection of the above sets, i.e. the set $L_{\alpha_{1} a_{3}} \ldots a_{n}$ of all points of $R^{n}$ for which all the inequalities $x_{i}<a_{i}$ hold $(i=1,2, \ldots, n)^{1}$.

If we now denote as the $n$-dimensional half-open interval

$$
\left[a_{1}, a_{2}, \ldots, a_{n} ; b_{1}, b_{2}, \ldots, b_{n}\right)
$$

the set of all points in $R^{n}$, for which $a_{r} \leqq x_{i}<b_{i}$, then we see at once that each such interval belongs to the field $\mathfrak{F}^{\prime}$ since

$$
\begin{gathered}
{\left[a_{1}, a_{2}, \ldots, a_{n} ; \quad b_{1}, b_{2}, \ldots, b_{n}\right)} \\
=L_{b_{1} b_{1} \ldots b_{n}}-L_{a_{1} b_{2}, \ldots b_{n}}-L_{b_{1} a_{1} b_{2} \ldots b_{n}}-\cdots-L_{b_{2} b_{2} \ldots b_{n-1} a_{n}} .
\end{gathered}
$$

The Borel extension of the system of all $n$-dimensional halfopen intervals consists of all Borel sets in $R^{n}$. From this it follows that in the case of a Borel field of probability, the field \& contains all the Borel sets in the space $R^{n}$.

TheOREM : In the case of a Borel field of probability each Borel function $x=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of a finite number of random variables $x_{1}, x_{2}, \ldots, x_{n}$ is also $a$ random variable.

All we need to prove this is to point out that the set of all points $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $R^{n}$ for which $x=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)<a$, is a Borel set. In particular, all finite sums and products of random variables are also random variables.

Definition : The function

$$
F\left(x_{1}, x_{1}, \ldots, x_{n}\right)\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\mathrm{P}^{\left(x_{1}, x_{1}, \ldots, x_{n}\right)}\left(L_{a_{1}, a_{2}}, \ldots a_{n}\right)
$$

is called the $n$-dimensional distribution. function of the random variables $x_{1}, x_{2}, \ldots, x_{n}$.

As in the one-dimensional case, we prove that the $n$-dimensional distribution function $\left.\quad F^{x_{1}, x_{2}}, \ldots, x_{2}\right)\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is non-decreasing and continuous on the left in each variable. In analogy to equations (3) and (4) in § 2 , we here have

[^12]\[

$$
\begin{align*}
\lim _{4 \rightarrow-\infty} F\left(a_{1}, a_{2}, \ldots, a_{n}\right) & =F\left(a_{1}, \ldots, u_{i-1},-\infty, a_{i+1}, \ldots, a_{n}\right)=0,  \tag{7}\\
\lim _{c_{1} \rightarrow+\infty} F\left(a_{1}, a_{2}, \ldots, a_{n}\right) & =F\left(+\infty, \ldots, a_{n} \rightarrow+\infty\right.
\end{align*}
$$
\]

The distribution function $F\left(x_{1} x_{1} \ldots x_{n}\right)$ gives directly the values of $p\left(x_{1}, \varepsilon_{n}, \ldots, \varepsilon_{n}\right)$ only for the special sets $L_{a_{1} a_{n}, \ldots a_{n}}$. If our field, however, is a Borel field, then ${ }^{2} P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is uniquely determined for all Borel sets in $R^{n}$ by knowledge of the distribution function $F^{\left(x_{1}, x_{2}, \ldots, x_{n}\right)}$.

If there exists the derivative

$$
f\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\frac{\partial}{\partial a_{1} \partial a_{2} \ldots \partial a_{n}} F\left(x_{1}, x_{2}, \ldots, x_{n}\right)\left(a_{1}, a_{2}, \ldots, a_{n}\right)
$$

we call this derivative the $n$-dimensional probability density of the random variables $x_{1}, x_{2}, \ldots, x_{n}$ at the point $a_{1}, a_{2}, \ldots, a_{n}$. If also for every point ( $a_{1}, a_{2}, \ldots, a_{n}$ )

$$
F\left(x_{1}, x_{2}, \ldots, . \tau_{n}\right)\left(a_{1} a_{2} \ldots u_{n}\right)=\int_{-\infty}^{a_{1}} \int_{-\infty}^{a_{2}} \ldots \int_{-\infty}^{a_{n}} f\left(a_{1}, a_{2}, \ldots, a_{n}\right) d a_{1} d a_{2} \ldots d a_{n},
$$

then the distribution of $x_{1}, x_{2}, \ldots, x_{n}$ is called continuous. For every Borel set $A \subset R^{n}$, we have the equality

$$
\begin{equation*}
\mathrm{P}\left(x_{1}, x_{2}, \ldots, x_{n}\right)(A)=\iint \ldots \int_{i} /\left(a_{1}, a_{2}, \ldots, a_{n}\right) d a_{1} d a_{2} \ldots d a_{n} . \tag{9}
\end{equation*}
$$

In closing this section we shall make one more remark about the relationships between the various probability functions and distribution functions.

Given the substitution

$$
S=\left(\begin{array}{llll}
1, & 2, & \ldots, & n \\
i_{1}, & i_{2}, & \ldots, & i_{n}
\end{array}\right),
$$

and let $\tau_{s}$ denote the transformation

$$
x_{k}=x_{k} \quad(k=1,2, \ldots, n)
$$

of space $R^{n}$ into itself. It is then obvious that

$$
\begin{equation*}
\left.\mathrm{P}^{\left(x_{i_{i}}, x_{i},\right.}, \ldots, x_{i_{i}}\right)(A)=\mathrm{P}^{\left(x_{1}, x_{2}, \ldots, x_{m}\right)}\left\{r_{s}^{-1}(A)\right\} . \tag{10}
\end{equation*}
$$

Now let $x^{\prime}=p_{k}(x)$ be the "projection" of the space $R^{n}$ on the space $R^{k}(k<n)$, so that the point $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is mapped onto the point ( $x_{1}, x_{2}, \ldots, x_{k}$ ). Then, as a result of Formula (2) in § 1 ,

[^13]\[

$$
\begin{equation*}
\mathrm{P}\left(x_{1}, x_{1}, \ldots, x_{k}\right)(A)=\mathrm{P}\left(x_{1}, x_{1}, \ldots, x_{n}\right)\left\{p_{i}^{-1}(A)\right\} \tag{11}
\end{equation*}
$$

\]

For the corresponding distribution functions, we obtain from (10) and (11) the equations:

$$
\begin{gather*}
F^{\left(x_{i}, x_{i_{2}}, \ldots, x_{i_{n}}\right)}\left(a_{i_{4}}, a_{i_{4}}, \ldots, a_{i_{n}}\right)=F^{\left(x_{1}, x_{2}, \ldots, x_{n}\right)}\left(a_{1}, a_{2}, \ldots, a_{n}\right)  \tag{12}\\
\left.F^{\left(x_{1}, x_{2}\right.}, \ldots, x_{k}\right)\left(a_{1}, a_{2}, \ldots, a_{k}\right)=F^{\left(x_{1}, r_{2}, \ldots, x_{n}\right)}\left(a_{1}, \ldots, a_{k},+\infty, \ldots,+\infty\right) . \tag{13}
\end{gather*}
$$

## 8 4. Probabilities in Infinite-dimensional Spaces

In § 3 of the second chapter we have seen how to construct various fields of probability common in the theory of probability. We can imagine, however, interesting problems in which the elementary events are defined by means of an infinite number of coordinates. Let us take a set $M$ of indices $\mu$ (indexing set) of arbitrary cardinality m . The totality of all systems

$$
\xi=\left\{x_{\mu}\right\}
$$

of real numbers $x_{\mu}$, where $\mu$ runs through the entire set $M$, we shall call the space $R^{M}$ (in order to define an element $\xi$ in space $R^{M}$, we must put each element $\mu$ in set $M$ in correspondence with a real number $x_{\mu}$ or, equivalently, assign a real single-valued function $x_{\mu}$ of the element $\mu$, defined on $\left.M\right)^{3}$. If the set $M$ consists of the first $n$ natural numbers $1,2, \ldots, n$, then $R^{M}$ is the ordinary $n$-dimensional space $R^{n}$. If we choose for the set $M$ all real numbers $R^{\mathfrak{1}}$, then the corresponding space $R^{M}=R^{R^{d}}$ will consist of all real functions

$$
\xi(\mu)=x_{\mu}
$$

of the real variable $\mu$.
We now take the set $R^{M}$ (with an arbitrary set $M$ ) as the basic set $E$. Let $\xi=\left\{x_{\mu}\right\}$ be an element in $E$; we shall denote by $p_{\mu_{1} \mu_{2} \ldots \mu_{n}}(\xi)$ the point $\left(x_{\mu_{1}}, x_{\mu_{1}}, \ldots, x_{\mu_{0}}\right)$ of the $n$-dimensional space $R^{n}$. A subset $A$ of $E$ we shall call a cylinder set if it can be represented in the form

$$
A=p_{f_{1}, \mu_{2} \ldots \mu_{n}}^{-1}\left(A^{\prime}\right)
$$

where $A^{\prime}$ is a subset of $R^{n}$. The class of all cylinder sets coincides, therefore, with the class of all sets which can be defined by relations of the form

[^14]\[

$$
\begin{equation*}
f\left(x_{\mu_{1}}, x_{\mu_{n}}, \ldots, x_{\mu_{n}}\right)=0 . \tag{1}
\end{equation*}
$$

\]

In order to determine an arbitrary cylinder set $p_{\mu_{1} \mu_{2} \ldots \mu_{n}}\left(A^{\prime}\right)$ by such a relation, we need only take as $f$ a function which equals 0 on $A^{\prime}$, but outside of $A^{\prime}$ equals unity.

A cylinder set is a Borel cylinder set if the corresponding set $A^{\prime}$ is a Borel set. All Borel cylinder sets of the space $R^{M}$ form a field, which we shall henceforth denote by $\mathfrak{S}^{M 4}$.

The Borel extension of the field $\mathfrak{F}^{M}$ we shall denote, as always, by $B \mathfrak{f}^{M}$. Sets in $B \mathcal{f}^{M}$ we shall call Borel sets of the space $R^{M}$.

Later on we shall give a method of constructing and operating with probability functions on $\mathfrak{Z}^{M}$, and consequently, by means of the Extension Theorem, on $B \mathfrak{y}^{M}$ also. We obtain in this manner fields of probability sufficient for all purposes in the case that the set $M$ is denumerable. We can therefore handle all questions touching upon a denumerable sequence of random variables. But if $M$ is not denumerable, many simple and interesting subsets of $R^{M}$ remain outside of $B \mathfrak{F}^{M}$. For example, the set of all elements $\xi$ for which $x_{\mu}$ remains smaller than a fixed constant for all indices $\mu$, does not belong to the system $B \mathfrak{F}^{M}$ if the set $M$ is non-denumerable.

It is therefore desirable to try whenever possible to put each problem in such a form that the space of all elementary events $\boldsymbol{\xi}$ has only a denumerable set of coordinates.

Let a probability function $\mathrm{P}(A)$ be defined on $\mathfrak{z}^{M}$. We may then regard every coordinate $x_{\mu}$ of the elementary event $\xi$ as a random variable. In consequence, every finite group $\left(x_{\mu_{1}}, x_{\mu_{n}}, \ldots, x_{\mu_{n}}\right)$ of these coordinates has an $n$-dimensional probability function $\mathrm{P}_{\mu_{1} \mu_{1} \ldots \mu_{n}}(A)$ and a corresponding distribu-

[^15]tion function $\quad F_{\mu_{2} \mu_{0}, \ldots \mu_{n}}\left(a_{n}, a_{2}, \ldots, a_{n}\right)$. It is obvious that for every Borel cylinder set
$$
A=p_{\mu_{2} \mu_{1} \ldots \mu_{n}}^{-1}\left(A^{\prime}\right),
$$
the following equation holds:
$$
\mathrm{P}(A)=\mathrm{P}_{\mu_{1} \mu_{2} \ldots \mu_{\pi}}\left(A^{\prime}\right),
$$
where $A^{\prime}$ is a Borel set of $R^{n}$. In this manner, the probability function $P$ is uniquely determined on the field $\mathfrak{f}^{M}$ of all cylinder sets by means of the values of all finite probability functions $P_{\mu_{1} \mu_{1} \ldots \mu_{n}}$ for all Borel sets of the corresponding spaces $R^{n}$. However, for Borel sets, the values of the probability functions $P_{\mu_{1} \mu_{2} \ldots \mu_{n}}$ are uniquely determined by means of the corresponding distribution functions. We have thus proved the following theorem:

The set of all finite-dimensional distribution functions $F_{\mu_{2} \mu_{1} \ldots \mu_{n}}$ uniquely determines the probability function $P(A)$ for all sets in $\mathfrak{g}^{M}$. If $\mathrm{P}(A)$ is defined on $\mathfrak{F}^{M}$, then (according to the extension theorem) it is uniquely determined on $\mathrm{Bi}^{M}$ by the values of the distribution functions $F_{\mu_{1}, \mu_{1} \ldots \mu_{n}}$.

We may now ask the following. Under what conditions does a system of distribution functions $F_{\mu_{2} \mu_{2} \ldots \mu_{n}}$ given a priori define a field of probability on $\mathfrak{F}^{M}$ (and, consequently, on $B \mathfrak{F}^{M}$ )?

We must first note that every distribution function $F_{\mu_{1}, \mu_{1} \ldots \mu_{n}}$ must satisfy the conditions given in §3, III of the second chapter; indeed this is contained in the very concept of distribution function. Besides, as a result of formulas (13) and (14) in § 2, we have also the following relations:

$$
\begin{gather*}
F_{\mu_{1} \mu_{i}} \ldots \mu_{n}\left(a_{i_{1}}, a_{i_{1}}, \ldots, a_{i_{n}}\right)=F_{\mu_{2} \mu_{2} \ldots \mu_{n}}\left(a_{1}, a_{2}, \ldots, a_{n}\right),  \tag{2}\\
F_{\mu_{1} \mu_{2} \ldots \mu_{2}}\left(a_{1}, a_{2}, \ldots, a_{k}\right)=F_{\mu_{1}, \mu_{2} \ldots \mu_{n}}\left(a_{1}, a_{2}, \ldots, a_{k},+\infty, \ldots,+\infty\right), \tag{3}
\end{gather*}
$$

where $k<n$ and $\left(\begin{array}{lll}1,2, \ldots, & n \\ i_{1}, & i_{2} & \ldots, i_{n}\end{array}\right)$ is an arbitrary permutation. These necessary conditions prove also to be sufficient, as will appear from the following theorem.

Fundamental Theorem: Every system of distribution functions $F_{\mu_{1} \mu_{2} \ldots \mu_{n}}$, satisfying the conditions (2) and (3), defines a probability function $\mathrm{P}(A)$ on $\mathfrak{F}^{M}$, which satisfies Axioms I-VI. This probability function $P(A)$ can be extended (by the extension theorem) to $B_{\mathfrak{z}^{M}}$ also.

Proof. Given the distribution functions $F_{\mu_{1} \mu_{5} \ldots \mu_{8}}$, satisfying the general conditions of Chap. II, § 3, III and also conditions (2) and (3). Every distribution function $F_{\mu_{1} \mu_{1} \ldots \mu_{n}}$ defines uniquely a corresponding probability function $P_{\mu_{1} \mu_{1} \ldots \mu_{n}}$ for all Borel sets of $R^{n}$ (cf. §3). We shall deal in the future only with Borel sets of $R^{n}$ and with Borel cylinder sets in $E$.

For every cylinder set

$$
A=p_{\mu_{1} \mu_{\mathrm{a}} \ldots \mu_{n}}^{-1}\left(A^{\prime}\right),
$$

we set

$$
\begin{equation*}
\mathrm{P}(A)=\mathrm{P}_{\mu_{1} \mu_{2} \ldots \mu_{n}}\left(A^{*}\right) . \tag{4}
\end{equation*}
$$

Since the same cylinder set $A$ can be defined by various sets $A^{\prime}$, we must first show that formula (4) yields always the same value for $\mathrm{P}(A)$.

Let $\left(x_{\mu_{1}}, x_{\mu_{1}}, \ldots, x_{\mu_{n}}\right)$ be a finite system of random variables $x_{\mu}$. Proceeding from the probability function $P_{\mu_{1} \mu_{2} \ldots \mu_{n}}$ of these random variables, we can, in accordance with the rules in § 3 , define the probability function $P_{\mu_{i_{1}} \mu_{i_{2}} \ldots \mu_{i_{k}}}$ of each subsystem $\left(x_{\mu_{i}}, x_{\mu_{i}}, \ldots, x_{\mu_{i}}\right)$. From equations (2) and (3) it follows that this probability function defined according to § 3 is the same as the function $P_{\mu_{i}, \mu_{i}, \ldots \mu_{i k}}$ given a priori. We shall now suppose that the cylinder set $A$ is defined by means of

$$
A=p_{\mu_{i_{2}} \mu_{i_{2}} \cdots \mu_{i_{2}}}^{-1}\left(A^{\prime}\right)
$$

and simultaneously by means of

$$
A=P_{\mu_{j_{1}} \mu_{j_{2}} \cdots \mu_{j_{m}}}^{-1}\left(A^{\prime}\right)
$$

where all random variables $x_{\mu_{\mu}}$ and $x_{\mu j}$ belong to the system ( $x_{\mu_{1}}, x_{\mu_{n}}, \ldots, x_{\mu_{n}}$ ), which is obviously not an essential restriction. The conditions
and

$$
\left(x_{\mu_{i_{2}}}, x_{\mu_{i_{2}}}, \ldots, x_{\mu_{i_{k}}}\right) \subset A^{\prime}
$$

$$
\left(x_{\mu_{s}}, x_{\mu_{\mu_{2}}}, \ldots, x_{\mu_{j m}}\right) \subset A^{\prime \prime}
$$

are equivalent. Therefore

$$
\begin{aligned}
& P_{\mu_{i_{1}} \mu_{i_{2}} \ldots \mu_{i_{k}}}\left(A^{\prime}\right)=P_{\mu_{2} \mu_{2} \ldots \mu_{k}}\left\{\left(x_{\mu_{i_{1}}}, x_{\mu_{i_{i}}}, \ldots, x_{\mu_{i_{k}}}\right) \subset A^{\prime}\right\} \\
= & P_{\mu_{1} \mu_{2} \ldots \mu_{n}}\left\{\left(x_{\mu_{j_{2}}}, x_{\mu_{j_{2}}}, \ldots, x_{\mu_{j_{m}}}\right) \subset A^{\prime \prime}\right\}=P_{\mu_{j_{2}} \mu_{2}} \ldots \mu_{j_{m}}\left(A^{\prime \prime}\right),
\end{aligned}
$$

which proves our statement concerning the uniqueness of the definition of $P(A)$.

Let us now prove that the field of probability ( $\mathcal{Z}^{M}, P$ ) satisfies all the Axioms I - VI. Axiom I requires merely that $\mathcal{G}^{M}$ be a field. This fact has already been proven above. Moreover, for an arbitrary $\mu$ :

$$
\begin{aligned}
E & =P_{\mu}^{-1}\left(R^{1}\right), \\
\mathrm{P}(E) & =\mathrm{P}_{\mu}\left(R^{1}\right)=1,
\end{aligned}
$$

which proves that Axioms II and IV apply in this case. Finally, from the definition of $\mathrm{P}(A)$ it follows at once that $\mathrm{P}(A)$ is nonnegative (Axiom III).

It is only slightly more complicated to prove that Axiom V is also satisfied. In order to do so, we investigate two cylinder sets
and

$$
\begin{aligned}
& A=p_{\mu_{i_{1}} \mu_{i_{2}} \cdots \mu_{i_{k}}}\left(A^{\prime}\right) \\
& B=p_{\mu_{j_{2}} \mu_{j} \cdots \mu_{j_{m}}}^{-1}\left(B^{\prime}\right) .
\end{aligned}
$$

We shall assume that all variables $x_{\mu_{1}}$ and $x_{\mu}$, belong to one inclusive finite system $\left\langle x_{\mu_{1}}, x_{\mu_{1}}, \ldots, x_{\mu_{n}}\right\rangle$. If the sets $A$ and $B$ do not intersect, the relations
and

$$
\left(x_{\mu_{i}}, x_{\mu_{i},}, \ldots, x_{\mu_{i k}}\right) \subset A^{\prime}
$$

$$
\left(x_{\mu_{j_{2}}}, x_{\mu_{j_{2}}}, \ldots, x_{\mu_{j_{k}}}\right) \subset B^{\prime}
$$

are incompatible. Therefore

$$
\begin{aligned}
& \mathrm{P}(A+B)=\mathrm{P}_{\mu_{1} \mu_{2} \ldots \mu_{n}\left\{\left(x_{\mu_{i_{2}}}, x_{\mu_{i_{2}}}, \ldots, x_{\mu_{i_{k}}}\right)\right.} \subset A^{\prime} \\
& \text { or } \left.\quad\left(x_{\mu_{j_{2}}}, x_{\mu_{j_{2}}}, \ldots, x_{\mu_{j_{m}}}\right) \subset B^{\prime}\right\} \\
& =\mathrm{P}_{\mu_{2} \mu_{2}} \ldots \mu_{n}\left\{\left(x_{\mu_{i_{1}}}, x_{\mu_{i_{2}}}, \ldots, x_{\mu_{i_{k}}}\right) \subset A^{\prime}\right\} \\
& +\mathrm{P}_{\mu_{1} \mu_{2}, \ldots \mu_{n}}\left\{\left(x_{\mu_{j_{2}}}, x_{\mu_{j_{2}}}, \ldots, x_{\mu_{j_{m}}}\right) \subset B^{\prime}\right\}=\mathrm{P}(A)+\mathrm{P}(B),
\end{aligned}
$$

which concludes our proof.
Only Axiom VI remains. Let

$$
A_{1} \supset A_{2} \supset \cdots \supset A_{n} \supset \cdots
$$

be a decreasing sequence of cylinder sets satisfying the condition

$$
\lim \mathrm{P}\left(A_{n}\right)=L>0
$$

We shall prove that the product of all sets $A_{n}$ is not empty. We may assume, without essentially restricting the problem, that in the definition of the first $n$ cylinder sets $A_{k}$, only the first $n$ coordinates $x_{\mu_{k}}$ in the sequence

$$
x_{\mu_{1}}, x_{\mu_{1}}, \ldots, x_{\mu_{n}}, \ldots
$$

occur, i.e.

$$
A_{n}=p_{\mu_{1} \mu_{2} \ldots \mu_{n}}^{-1}\left(B_{n}\right) .
$$

For brevity we set

$$
P_{\mu_{1} \mu_{1} \ldots \mu_{n}}(B)=P_{n}(B) ;
$$

then, obviously

$$
\mathrm{P}_{n}\left(B_{n}\right)=\mathrm{P}\left(A_{n}\right) \geqq L>0 .
$$

In each set $B_{n}$ it is possible to find a closed bounded set $U_{n}$ such that

$$
\mathrm{P}_{n}\left(B_{n}-U_{n}\right) \leqq \frac{\varepsilon}{2^{n}} .
$$

From this inequality we have for the set

$$
V_{n}=p_{\mu_{1} \mu_{1} \ldots \mu_{n}}^{-1}\left(U_{n}\right)
$$

the inequality

$$
\begin{equation*}
\mathrm{P}\left(A_{n}-V_{n}\right) \leqq \frac{\varepsilon}{2^{n}} . \tag{5}
\end{equation*}
$$

Let, morever,

$$
W_{n}=V_{1} V_{2} \ldots V_{n} .
$$

From (5) it follows that

$$
\mathrm{P}\left(A_{n}-W_{n}\right) \leqq \varepsilon .
$$

Since $W_{n} \subset V_{n} \subset A_{n}$, it follows that

$$
\mathrm{P}\left(W_{n}\right) \geqq \mathrm{P}\left(A_{\kappa}\right)-\varepsilon \geqq L-\varepsilon .
$$

If $\varepsilon$ is sufficiently small, $\mathrm{P}\left(W_{n}\right)>0$ and $W_{n}$ is not empty. We shall now choose in each set $W_{n}$ a point $\xi^{(n)}$ with the coordinates $x_{\kappa}^{(m)}$. Every point $\xi^{(n+p)}, p=0,1,2, \ldots$, belongs to the set $V_{n}$; therefore

$$
\left(x_{\mu_{1}}^{(n+p)}, x_{\mu_{2}}^{(n+p)}, \ldots, x_{\mu_{n}}^{(n+p)}\right)=p_{\mu_{1} \mu_{2} \ldots \mu_{n}}^{-1}\left(\xi^{(n+p)}\right) \subset U_{n} .
$$

Since the sets $U_{n}$ are bounded we may (by the diagonal method) choose from the sequence $\left\{5^{(n)}\right\}$ a subsequence

$$
\xi^{\left(n_{1}\right)}, \xi^{\left(n_{2}\right)}, \ldots, \xi^{\left(n_{1}\right)}, \ldots
$$

for which the corresponding coordinates $x_{\mu_{k}}^{\left(m_{1}\right)}$ tend for any $k$ to a definite limit $x_{k}$. Let, finally, $\xi$ be a point in set $E$ with the coordinates

$$
\begin{aligned}
x_{\mu_{k}} & =x_{k}, \\
x_{k} & =0, \quad \mu \neq \mu_{k} .
\end{aligned} \quad k=1,2,3, \ldots
$$

As the limit of the sequence $\left(x_{1}^{\left(n_{1}\right)}, x_{2}^{\left(n_{1}\right)}, \ldots, x_{k}^{\left(n_{i}\right)}\right), i=1,2,3, \ldots$, the point ( $x_{1}, x_{2}, \ldots, x_{k}$ ) belongs to the set $U_{k}$. Therefore, $\xi$ belongs to

$$
A_{k} \subset V_{k}=p_{\mu_{1} / 1, \ldots \mu_{k}}^{-1}\left(U_{k}\right)
$$

for any $k$ and therefore to the product

$$
A=\underset{\boldsymbol{k}}{\mathscr{D}} A_{k}
$$

## § 5. Equivalent Random Variables; Various Kinds of Convergence

Starting with this paragraph, we deal exclusively with Borel fields of probability. As we have already explained in § 2 of the second chapter, this does not constitute any essential restriction on our investigations.

Two random variables $x$ and $y$ are called equivalent, if the probability of the relation $x \neq y$ is equal to zero. It is obvious that two equivalent random variables have the same probability function:

$$
\mathrm{P}(x)(A)=\mathrm{P}(y)(A) .
$$

Therefore, the distribution functions $F^{(x)}$ and $F(y)$ are also identical. In many problems in the theory of probability we may substitute for any random variable any equivalent variable.

Now let

$$
\begin{equation*}
x_{1}, x_{2}, \ldots, x_{n}, \ldots \tag{1}
\end{equation*}
$$

be a sequence of random variables. Let us study the set $A$ of all elementary events $\xi$ for which the sequence (1) converges. If we denote by $A_{n j}^{(m)}$ the sets of $\xi$ for which all the following inequalities hold

$$
\left|x_{n+k}-x_{n}\right|<\frac{1}{m} \quad k=1,2, \ldots, p
$$

then we obtain at once

$$
\begin{equation*}
A=\mathbb{D}_{\boldsymbol{m}} G_{n} \mathscr{D}_{p} A_{n p}^{(n)} . \tag{2}
\end{equation*}
$$

According to $\S 3$, the set $A_{n \varphi}^{(m)}$ always belongs to the field $\mathfrak{F}$. The relation (2) shows that $A$, too, belongs to $\mathfrak{F}$. We may, therefore, speak of the probability of convergence of a sequence of random variables, for it always has a perfectly definite meaning.

Now let the probability $\mathrm{P}(A)$ of the convergence set $A$ be equal to unity. We may then state that the sequence (1) converges with the probability one to a random variable $x$, where
the random variable $x$ is uniquely defined except for equivalence. To determine such a random variable we set

$$
x=\lim x_{n} \quad n \rightarrow \infty
$$

on $A$, and $x=0$ outside of $A$. We have to show that $x$ is a random variable, in other words, that the set $A(a)$ of the elements $\xi$ for which $x<a$, belongs to $\mathfrak{F}$. But

$$
A(a)=A \operatorname{Sin}_{n} \mathbb{D}_{p}\left\{x_{n+p}<a\right\}
$$

in case $a \leqq 0$, and

$$
A(a)=A{\underset{n}{n}}^{D}\left\{x_{n+p}<a\right\}+\bar{A}
$$

in the opposite case, from which our statement follows at once.
If the probability of convergence of the sequence (1) to $x$ equals one, then we say that the sequence (1) converges almost surely to $x$. However, for the theory of probability, another conception of convergence is possibly more important.

Definition. The sequence $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ of random variables converges in probability (converge en probabilité) to the random variable $x$, if for any $\varepsilon>0$, the probability

$$
\mathrm{P}\left\{\left|x_{n}-x\right|>e\right\}
$$

tends toward zero as $n \rightarrow \infty$.
I. If the sequence (1) converges in probability to $x$ and also to $x^{\prime}$, then $x$ and $x^{\prime}$ are equivalent. In fact

$$
\mathrm{P}\left\{\left|x-x^{\prime}\right|>\frac{1}{m}\right\} \leqq \mathrm{P}\left\{\left|x_{n}-x\right|>\frac{1}{2 m}\right\}+\mathrm{P}\left\{\left|x_{n}-x^{\prime}\right|>\frac{1}{2 m}\right\} ;
$$

since the last probabilities are as small as we please for a sufficiently large $n$ it follows that

$$
\mathrm{P}\left\{\left|x-x^{\prime}\right|>\frac{1}{m}\right\}=0
$$

and we obtain at once that

$$
\mathrm{P}\{x \neq x\} \leq \sum_{m} \mathrm{P}\left\{\left|x-x^{\prime}\right|>\frac{1}{m}\right\}=0 .
$$

II. If the sequence (1) almost surely converges to $x$, then it

[^16]also converges to $x$ in probability. Let $A$ be the convergence set of the sequence (1); then
$$
1=P(A) \leq \lim _{n \rightarrow \infty} P\left\{\left|x_{n+p}-x\right|<\varepsilon, p=0,1,2, \ldots\right\} \leq \lim _{n \rightarrow \infty} P\left\{\left|x_{n}-x\right|<\varepsilon\right\}
$$
from which the convergence in probability follows.
III. For the convergence in probability of the sequence (1) the following condition is both necessary and sufficient: For any $\xi>0$ there exists an $n$ such that,for every $p>0$, the following inequality holds:
$$
\mathrm{P}\left\{\left|x_{n+p}-x_{n}\right|>\varepsilon\right\}<\varepsilon .
$$

Let $F_{1}(a), F_{z}(a), \ldots, F_{n}(a), \ldots, F(a)$ be the distribution functions of the random variables $x_{1}, x_{2}, \ldots, x_{n}, \ldots, x$. If the sequence $x_{n}$ converges in probability to $x$, the distribution function $F(a)$ is uniquely determined by knowledge of the functions $F_{n}(a)$. We have, in fact,

Theorem : If the sequence $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ converges in probability to $x$, the corresponding sequence of distribution functions $F_{n}(a)$ converges at each point of continuity of $F(a)$ to the distribution function $F(a)$ of $x$.

That $F(a)$ is really determined by the $F_{n}(a)$ follows from the fact that $F(a)$, being a monotone function, continuous on the left, is uniquely determined by its values at the points of continuity ${ }^{6}$. To prove the theorem we assume that $F$ is continuous at the point $a$. Let $a^{\prime}<a$; then in case $x<a^{\prime}, x_{n} \geqq a$ it is necessary that $\left|x_{n}-x\right|>a-a^{\prime}$. Therefore

$$
\operatorname{limP}\left(x<a^{\prime}, x_{n} \geqq a\right)=0
$$

$$
F\left(a^{\prime}\right)=\mathrm{P}\left(x<a^{\prime}\right) \leqq \mathrm{P}\left(x_{n}<a\right)+\mathrm{P}\left(x<a^{\prime}, x_{n} \geqq a\right)=F_{n}(a)+\mathrm{P}\left(x<a^{\prime}, x_{n} \geqq a\right) .
$$

$$
F\left(a^{\prime}\right) \leq \liminf F_{n}(a)+\lim \mathrm{P}\left(x<a^{\prime}, x_{n} \geqq a\right) .
$$

$$
\begin{equation*}
F\left(a^{\prime}\right) \leqq \liminf F_{n}(a) . \tag{3}
\end{equation*}
$$

In an analogous manner, we can prove that from $a^{\prime \prime}>a$ there follows the relation

$$
\begin{equation*}
F\left(a^{\prime \prime}\right) \geqq \lim \sup F_{ \pm}(a) \tag{4}
\end{equation*}
$$

[^17]
## Since $F\left(a^{\prime}\right)$ and $F\left(a^{\prime \prime}\right)$ converge to $F(a)$ for $a^{\prime} \rightarrow a$ and $a^{\prime}$

 it follows from (3) and (4) that$$
\lim F_{n}(a)=F(a),
$$

which proves our theorem.

## Chapter IV

## MATHEMATICAL EXPECTATIONS ${ }^{1}$

## § 1. Abstract Lebeggue Integrals

Let $x$ be a random variable and $A$ a set of $\mathfrak{F}$. Let us form, for a positive $\lambda$, the sum

$$
\begin{equation*}
S_{\lambda}=_{k=-\infty}^{k-\sum_{-\infty}^{+\infty} k \lambda P\{k \lambda \leqq x<(k+1) \lambda, \xi \subset A\} . . . ~} \tag{1}
\end{equation*}
$$

If this series converges absolutely for every $\lambda$, then as $\lambda \rightarrow 0, S_{\lambda}$ tends toward a definite limit, which is by definition the integral

$$
\begin{equation*}
\int_{A} x P(d E) . \tag{2}
\end{equation*}
$$

In this abstract form the concept of an integral was introduced by Fréchet ${ }^{2}$; it is indispensable for the theory of probability. (The reader will see in the following paragraphs that the usual definition for the conditional mathematical expectation of the variable $x$ under hypothesis $A$ coincides with the definition of the integral (2) except for a constant factor)

We shall give here a brief survey of the most important properties of the integrals of form (2). The reader will find their proofs in every textbook on real variables, although the proofs are usually carried out only in the case where $P(A)$ is the Lebesgue measure of sets in $R^{n}$. The extension of these proofs to the general case does not entail any new mathematical problem; for the most part they remain word for word the same.
I. If a random variable $x$ is integrable on $A$, then it is integrable on each subset $A^{\prime}$ of $A$ belonging to $\mathfrak{f}$.
II. If $x$ is integrable on $A$ and $A$ is decomposed into no

[^18]more than a countable number of non-intersecting sets $A_{\boldsymbol{n}}$ of $\mathfrak{F}$, then
$$
\int_{A} x P(d E)=\sum_{n} \int_{A_{n}} x P(d E)
$$
III. If $x$ is integrable, $|x|$ is also integrable, and in that case
$$
\left|\int_{\Delta} x \mathrm{P}(d E)\right| \leqq \int_{\boldsymbol{A}}|x| \mathrm{P}(d E) .
$$
IV. If in each event $\xi$, the inequalities $0 \leqq y \leqq x$ hold, then along with $x, y$ is also integrable ${ }^{3}$, and in that case
$$
\int_{\Delta} y \mathrm{P}(d E) \leqq \int_{\Delta} x \mathrm{P}(d E) .
$$
V. If $m \leqq x \leqq M$ where $m$ and $M$ are two constants, then
$$
m \mathrm{P}(A) \leqq \int_{\Delta} x \mathrm{P}(d E) \leqq M \mathrm{P}(A) .
$$
VI. If $x$ and $y$ are integrable, and $K$ and $L$ are two real constants, then $K x+L y$ is also integrable, and in this case
$$
\int_{d}(K x+L y) \mathrm{P}(d E)=K \int_{A} x \mathrm{P}(d E)+L \int_{A} y \mathrm{P}(d E) .
$$
VII. If the series
$$
\sum_{n} \int_{\Lambda}\left|x_{n}\right| \mathrm{P}(d E)
$$
converges, then the series
$$
\sum_{n} x_{n}=x
$$
converges at each point of set $A$ with the exception of a certain set $B$ for which $\mathrm{P}(B)=0$. If we set $x=0$ everywhere except on $A-B$, then
$$
\int_{A} x \mathrm{P}(d E)=\sum_{n} \int_{\Delta} x_{n} \mathrm{P}(d E) .
$$
VIII. If $x$ and $y$ are equivalent $(P\{x \neq y\}=0)$, then for every set $A$ of $\mathfrak{g}$
\[

$$
\begin{equation*}
\int_{\boldsymbol{A}} x \mathrm{P}(d E)=\int_{\Delta} y \mathrm{P}(d E) . \tag{3}
\end{equation*}
$$

\]

[^19]IX. If (3) holds for every set $A$ of $\mathfrak{z}$, then $x$ and $y$ are equivalent.

From the foregoing definition of an integral we also obtain the following property, which is not found in the usual Lebesgue theory.
X. Let $\mathrm{P}_{1}(A)$ and $\mathrm{P}_{2}(A)$ be two probability functions defined on the same field $\mathfrak{F}, \mathrm{P}(A)=\mathrm{P}_{1}(A)+\mathrm{P}_{2}(A)$, and let $x$ be integrable on $A$ relative to $\mathrm{P}_{1}(A)$ and $\mathrm{P}_{2}(A)$. Then

$$
\int_{\Delta} x \mathrm{P}(d E)=\int_{\boldsymbol{A}} x \mathrm{P}_{1}(d E)+\int_{\boldsymbol{A}} x \mathrm{P}_{\mathbf{2}}(d E) .
$$

XI. Every bounded random variable is integrable.

## § 2. Absolute and Conditional Mathematical Expectations

Let $x$ be a random variable. The integral

$$
\mathrm{E}(x)=\int_{E} x \mathrm{P}(d E)
$$

is called in the theory of probability the mathematical expectation of the variable $x$. From the properties III, IV, V, VI, VII, VIII, XI, it follows that
I. $|\mathrm{E}(x)| \leqq \mathrm{E}(|x|)$;
II. $\mathrm{E}(y) \leqq \mathrm{E}(x)$ if $0 \leqq y \leqq x$ everywhere;
III. $\inf (x) \leqq \mathrm{E}(x) \leqq \sup (x)$;
IV. $\mathrm{E}(K x+L y)=K \mathrm{E}(x)+L \mathrm{E}(y)$;
V. $\mathrm{E}\left(\sum_{n} x_{n}\right)=\sum_{n} \mathrm{E}\left(x_{n}\right)$, if the series $\sum_{n} \mathrm{E}\left(\left|x_{n}\right|\right)$ converges;
VI. If $x$ and $y$ are equivalent then

$$
\mathrm{E}(x)=\mathrm{E}(y)
$$

VII. Every bounded random variable has a mathematical expectation.

From the definition of the integral, we have

$$
\begin{aligned}
\mathrm{E}(x) & =\lim _{k=+\infty}^{k=} \sum_{k}^{+\infty} k m \mathrm{P}\{k m \leq x<(k+1) m\} \\
& =\lim _{k=-\infty}^{k=\sum_{-\infty}^{+\infty} k m}\{F((k+1) m)-F(k m)\} .
\end{aligned}
$$

The second line is nothing more than the usual definition of the Stieltjes integral

$$
\begin{equation*}
\int_{-\infty}^{+\infty} a d F^{(x)}(a)=E(x) \tag{1}
\end{equation*}
$$

Formula (1) may therefore serve as a definition of the mathematical expectation $\mathrm{E}(x)$.

Now let $u$ be a function of the elementary event $\xi$, and $x$ be a random variable defined as a single-valued function $x=x(u)$ of $u$. Then

$$
\mathrm{P}\{k m \leq x<(k+1) m\}=\mathrm{P}^{(u)}\{k m \leq x(u)<(k+1) m\},
$$

where $P^{(*)}(A)$ is the probability function of $u$. It then follows from the definition of the integral that

$$
\int_{E} x \mathrm{P}(d E)=\int_{E^{(u)}} x \mathrm{P}^{(u)}\left(d E^{(u)}\right)
$$

and, therefore,

$$
\begin{equation*}
\mathrm{E}(x)=\int_{E^{(m)}} x(u) \mathrm{P}^{(u)}\left(d E^{(u)}\right) \tag{2}
\end{equation*}
$$

where $E^{(u)}$ denotes the set of all possible values of $u$.
In particular, when $u$ itself is a random variable we have

$$
\begin{equation*}
\mathrm{E}(x)=\int_{E} x \mathrm{P}(d E)=\int_{R^{4}} x(u) \mathrm{P}^{(u)}\left(d R^{1}\right)=\int_{-\infty}^{+\infty} x(a) d F^{(u)}(a) . \tag{3}
\end{equation*}
$$

When $x$ ( $u$ ) is continuous, the last integral in (3) is the ordinary Stieltjes integral. We must note, however, that the integral

$$
\int_{-\infty}^{+\infty} x(a) d F^{(u)}(a)
$$

can exist even when the mathematical expectation $\mathrm{E}(x)$ does not. For the existence of $E(x)$, it is necessary and sufficient that the integral

$$
\int_{-\infty}^{+\infty}|x(a)| d F^{(u)}(a)
$$

be finite ${ }^{4}$.
If $u$ is a point ( $u_{1}, u_{2}, \ldots, u_{n}$ ) of the space $R^{n}$, then as a result of (2):

[^20]\[

$$
\begin{equation*}
E(x)=\iint \cdots \int_{R^{n}} x\left(u_{1}, u_{2}, \ldots, u_{n}\right) P\left(u_{1}, u_{2}, \ldots, u_{n}\right)\left(d R^{n}\right) \tag{4}
\end{equation*}
$$

\]

We have already seen that the conditional probability $P_{B}(A)$ possesses all the properties of a probability function. The corresponding integral

$$
\begin{equation*}
\mathrm{E}_{B}(x)=\int_{E} x \mathrm{P}_{B}(d E) \tag{5}
\end{equation*}
$$

we call the conditional mathematical expectation of the random variable $x$ with respect to the event $B$. Since

$$
\mathrm{P}_{B}(\bar{B})=0, \quad \int_{\bar{B}} x \mathrm{P}_{B}(d E)=0
$$

we obtain from (5) the equation

$$
E_{B}(x)=\int_{E} x \mathrm{P}_{B}(d E)=\int_{B} x \mathrm{P}_{B}(d E)+\int_{\bar{B}} x \mathrm{P}_{B}(d E)=\int_{B} x \mathrm{P}_{B}(d E)
$$

We recall that in case $A \subset B$,

$$
\mathrm{P}_{B}(A)=\frac{\mathrm{P}(A B)}{\mathrm{P}(\bar{B})}=\frac{\mathrm{P}(A)}{\mathrm{P}(\bar{B})} ;
$$

we thus obtain

$$
\begin{align*}
& \mathrm{E}_{B}(x)=\frac{\mathrm{t}}{\mathrm{P}(B)} \int_{B} x \mathrm{P}(d E),  \tag{6}\\
& \int_{B} x \mathrm{P}(d E)=\mathrm{P}(B) \mathrm{E}_{B}(x) \tag{7}
\end{align*}
$$

From (6) and the equality

$$
\int_{A+B} x \mathrm{P}(d E)=\int_{A} x \mathrm{P}(d E)+\int_{B} x \mathrm{P}(d E)
$$

we obtain at last

$$
\begin{equation*}
\mathrm{E}_{\Delta+B}(x)=\frac{P(A) \mathrm{E}_{\Delta}(x)+\mathrm{P}(B) \mathrm{E}_{B}(x)}{P(A+B)} \tag{8}
\end{equation*}
$$

and, in particular, we have the formula

$$
\begin{equation*}
\mathrm{E}(x)=\mathrm{P}(A) \mathrm{E}_{\Lambda}(x)+\mathrm{P}(\bar{A}) \mathrm{E}_{\bar{\Lambda}}(x) \tag{9}
\end{equation*}
$$

## 83. The Tchebycheff Inequality

Let $f(x)$ be a non-negative function of a real argument $x$, which for $x \geqq a$ never becomes smaller than $b>0$. Then for any random variable $x$

$$
\begin{equation*}
\mathrm{P}(x \geq a) \leqq \frac{\mathrm{E}\{(x)\}}{b}, \tag{1}
\end{equation*}
$$

provided the mathematical expectation $E\{/(x)\}$ exists. For,

$$
\mathrm{E}\{f(x)\}=\int_{E} f(x) \mathrm{P}(d E) \underset{\{x \geqq a\}}{\geqq} f(x) \mathrm{P}(d E) \geqq b \mathrm{P}(x \geqq a),
$$

from which (1) follows at once.
For example, for every positive $c$,

$$
\begin{equation*}
\mathrm{P}(x \leqq a) \leqq \frac{\mathrm{E}\left(e^{r x}\right)}{e^{e a}} . \tag{2}
\end{equation*}
$$

Now let $f(x)$ be non-negative, even, and, for positive $x$, nondecreasing. Then for every random variable $x$ and for any choice of the constant $a>0$ the following inequality holds

$$
\begin{equation*}
\mathrm{P}(|x| \geq a) \leq \frac{\mathrm{E}\{f(x)\}}{f(a)} . \tag{3}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
P(|x-E(x)| \geqq a) \leqq \frac{E f\{x-E(x)\}}{f(a)} . \tag{4}
\end{equation*}
$$

Especially important is the case $f(x)=x^{2}$. We then obtain from (3) and (4)

$$
\begin{gather*}
\mathrm{P}(|x| \geqq a) \leqq \frac{\mathrm{E}\left(x^{2}\right)}{a^{2}},  \tag{5}\\
\mathrm{P}(|x-\mathrm{E}(x)| \geqq a) \leqq \frac{\mathrm{E}\{x-\mathrm{E}(x)\}^{2}}{a^{2}}=\frac{o^{2}(x)}{a^{2}}, \tag{6}
\end{gather*}
$$

where

$$
\sigma^{2}(x)=\mathrm{E}\{x-\mathrm{E}(x)\}^{2}
$$

is called the variance of the variable $x$. It is easy to calculate that

$$
\sigma^{2}(x)=E\left(x^{2}\right)-\{E(x)\}^{2} .
$$

If $f(x)$ is bounded:

$$
|f(x)| \leqq K,
$$

then a lower bound for $\mathrm{P}(|x| \geqq a)$ can be found. For

$$
\begin{aligned}
\mathrm{E}(f(x)) & =\int_{E} f(x) \mathrm{P}(d E)=\int_{\{x \mid<a\}} f(x) \mathrm{P}(d \mathrm{E})+\int_{\{|x| \geq a\}} f(x) \mathrm{P}(d E) \\
& \leqq \mid(a) \mathrm{P} \cdot(|x|<a)+K \mathrm{P}(|x| \geqq a) \leq f(a)+K \mathrm{P}(|x| \geqq a)
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\mathrm{P}(|x| \geqq a) \geqq \frac{\mathrm{E}\{f(x)\}-f(a)}{K} . \tag{7}
\end{equation*}
$$

If instead of $f(x)$ the random variable $x$ itself is bounded,

$$
|x| \leqq M
$$

then $f(x) \leqq f(M)$, and instead of (7), we have the formula

$$
\begin{equation*}
\mathrm{P}(|x| \geqq a) \geq \frac{\mathrm{E}(f(x))-f(a)}{f(M)} . \tag{8}
\end{equation*}
$$

In the case $f(x)=x^{2}$, we have from (8)

$$
\begin{equation*}
\mathrm{P}(|x| \geqq a) \geqq \frac{\mathrm{E}\left(x^{2}\right)-a^{2}}{M^{2}} . \tag{9}
\end{equation*}
$$

## § 4. Some Criteria for Convergence

Let

$$
\begin{equation*}
x_{1}, x_{2}, \ldots, x_{n}, \ldots \tag{1}
\end{equation*}
$$

be a sequence of random variables and $f(x)$ be a non-negative, even, and for positive $x$ a monotonically increasing function ${ }^{\text {b }}$. Then the following theorems are true:
I. In order that the sequence (1) converge in probability the following condition is sufficient: For each $\varepsilon>0$ there exists an $n$ such that for every $p>0$, the following inequality holds:

$$
\begin{equation*}
E\left\{f\left(x_{n+p}-x_{n}\right)\right\}<\varepsilon . \tag{2}
\end{equation*}
$$

II. In order that the sequence (1) converge in probability to the random variable $x$, the following condition is sufficient:

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \mathrm{E}\left\{f\left(x_{n}-x\right)\right\}=0 \tag{3}
\end{equation*}
$$

III. If $f(x)$ is bounded and continuous and $f(0)=0$, then conditions I and II are also necessary.
IV. If $f(x)$ is continuous, $f(0)=0$, and the totality of all $x_{1}, x_{2}, \ldots, x_{n}, \ldots, x$ is bounded,then conditions I and II are also necessary.

[^21]From II and IV, we obtain in particular
V. In order that sequence (1) converge in probability to $x$, it is sufficient that

$$
\begin{equation*}
\lim E\left(x_{n}-x\right)^{2}=0 . \tag{4}
\end{equation*}
$$

If also the totality of all $x_{1}, x_{2}, \ldots, x_{n}, \ldots, x$ is bounded, then the condition is also necessary.

For proofs of I - IV see Slutsky [1] and Fréchet [1]. However, these theorems follow almost immediately from formulas (3) and (8) of the preceding section.

## § 5. Differentiation and Integration of Mathematical Expectations with Respect to a Parameter

Let us put each elementary event $\xi$ into correspondence with a definite real function $x(t)$ of a real variable $t$. We say that $x(t)$ is a random function if for every fixed $t$, the variable $x(t)$ is a random variable. The question now arises, under what conditions can the mathematical expectation sign be interchanged with the integration and differentiation signs. The two following theorems, though they do not exhaust the problem, can nevertheless give a satisfactory answer to this question in many simple cases.

Theorem I: If the mathematical expectation $\mathrm{E}[x(t)]$ is finite for any $t$, and $x(t)$ is always differentiable for any $t$, while the derivative $x^{\prime}(t)$ of $x(t)$ with respect to $t$ is always less in absolute value than some constant $M$, then

$$
\frac{d}{d t} E(x(t))=E\left(x^{\prime}(t)\right)
$$

Theorem II: If $x(t)$ always remains less, in absolute value, than some constant $K$ and is integrable in the Riemann sense, then

$$
\int_{a}^{b} E(x(t)) d t=E\left[\int_{a}^{b} x(t) d t\right],
$$

provided $\mathrm{E}[x(t)]$ is integrable in the Riemann sense.
Proof of Theorem I. Let us first note that $x^{\prime}(t)$ as the limit of the random variables

$$
\frac{x(t+h)-x(t)}{h} \quad h=1, \frac{1}{2}, \ldots, \frac{1}{n}, \ldots
$$

is also a random variable. Since $x^{\prime}(t)$ is bounded, the mathe-
matical expectation $\mathrm{E}\left[x^{\prime}(t)\right]$ exists (Property VII of mathematical expectation, in § 2). Let us choose a fixed $t$ and denote by $A$ the event

$$
\left|\frac{x(t+h)-x(t)}{h}-x^{\prime}(t)\right|>\varepsilon .
$$

The probability $\mathrm{P}(A)$ tends to zero as $h \rightarrow 0$ for every $\varepsilon>0$. Since

$$
\left|\frac{x(t+h)-x:(t)}{h}\right| \leqq M, \quad|x(t)| \leqq M
$$

holds everywhere, and moreover in the case $\bar{A}$

$$
\left|\frac{x(t+h)-x(t)}{h}-x^{\prime}(t)\right| \leqq \varepsilon,
$$

then

$$
\begin{gathered}
\left|\frac{\mathrm{E} x(t+h)-E x(t)}{h}-E x^{\prime}(t)\right| \leqq \mathrm{E}\left|\frac{x(t+h)-x(t)}{h}-x^{\prime}(t)\right| \\
=P(A) \mathrm{E}_{A}\left|\frac{x(t+h)-x(t)}{h}-x^{\prime}(t)\right|+P(\bar{A}) \mathrm{E}_{\bar{A}}\left|\frac{x(t+h)-x(t)}{h}-x^{\prime}(t)\right|
\end{gathered}
$$

$$
\leqq 2 M \mathrm{P}(A)+\varepsilon .
$$

We may choose the $\varepsilon>0$ arbitrarily, and $\mathrm{P}(A)$ is arbitrarily small for any sufficiently small $h$. Therefore

$$
\frac{d}{d t} E x(t)=\lim _{h \rightarrow 0} \frac{E x(t+h)-E x(t)}{h}=E x^{\prime}(t),
$$

which was to be proved.
Proof of Theorem II. Let

$$
S_{n}=\frac{1}{h} \sum_{k=1}^{k=n} x(t+k h) . \quad h=\frac{b-a}{n} .
$$

Since $S_{n}$ converges to $J=\int_{a}^{n} x(t) d t$, we can choose for any $\varepsilon>0$ an $N$ such that from $n \geqq N$ there follows the inequality

$$
\mathrm{P}(A)=\mathrm{P}\left\{\left|S_{k}-J\right|>\varepsilon\right\}<\varepsilon .
$$

If we set

$$
S_{n}^{*}=\frac{1}{h} \sum_{k=1}^{k=\pi} \mathrm{E} x(\ell+k h)=\mathrm{E}\left(S_{n}\right),
$$

then

$$
\begin{gathered}
\left|S_{n}^{*}-\mathrm{E}(J)\right|=\left|\mathrm{E}\left(S_{n}-J\right)\right| \leqq \mathrm{E}\left|S_{n}-J\right| \\
=\mathrm{P}(A) \mathrm{E}_{A}\left|S_{n}-J\right|+\left.\mathrm{P}(\bar{A}) \mathrm{E}_{\bar{A}}\left|S_{n}-J\right|\right|_{i} \leqq 2 K \mathrm{P}(A)+\varepsilon \leqq(2 K+1) \varepsilon .
\end{gathered}
$$

Therefore, $S_{n}^{*}$ converges to $E(J)$, from which results the equation

$$
\int_{a}^{b} E x(t) d t=\lim S_{n}^{*}=E(J)
$$

Theorem II can easily be generalized for double and triple and higher order multiple integrals. We shall give an application of this theorem to one example in geometric probability. Let $G$ be a measurable region of the plane whose shape depends on chance; in other words, let us assign to every elementary event $\xi$ of a field of probability a definite measurable plane region $G$. We shall denote by $J$ the area of the region $G$, and by $\mathrm{P}(x, y)$ the probability that the point $(x, y)$ belongs to the region $G$. Then

$$
\mathrm{E}(J)=\iint \mathrm{P}(x, y) d x d y .
$$

To prove this it is sufficient to note that

$$
\begin{aligned}
J & =\iint f(x, y) d x d y, \\
\mathrm{P}(x, y) & =\mathrm{E} f(x, y),
\end{aligned}
$$

where $f(x, y)$ is the characteristic function of the region $G$ ( $f(x, y)=1$ on $G$ and $f(x, y)=0$ outside of $G)^{8}$.

[^22]
## Chapter V

## CONDITIONAL PROBABILITIES AND MATHEMATICAL EXPECTATIONS

§1. Conditional Probabilities

In §6, Chapter I, we defined the conditional probability, $\mathrm{P}_{\mathrm{g}}(B)$, of the event $B$ with respect to trial $¥$. It was there assumed that $\mathfrak{I}$ allows of only a finite number of different possible results. We can, however, define $P_{\mathfrak{a}}(B)$ also for the case of an $\mathscr{A}$ with an infinite set of possible results, i.e. the case in which the set $E$ is partitioned into an infinite number of non-intersecting subsets. In particular, we obtain such a partitioning if we consider an arbitrary function $u$ of $\xi$ and define as elements of the partition $\mathbb{M}_{*}$ the sets $u=$ constant. The conditional probability $P_{\gamma_{z}}(B)$ we also denote by $\mathrm{P}_{\mathrm{y}}(B)$. Any partitioning $\mathfrak{Q}$ of the set $E$ can be defined as the partitioning $\mathfrak{X}_{u}$ which is "induced" by a function $u$ of $\xi$, if one assigns to every $\xi$, as $u(\xi)$, that set of the partitioning $\mathfrak{A}$ of $E$ which contains $\xi$.

Two functions $u$ and $u^{\prime}$ of $\xi$ determine the same partitioning $\mathbb{A}_{u}=\mathbb{A}_{\sim}$ of the set $E$, if and only if there exists a one-to-one correspondence $u^{\prime}=f(u)$ between their domains $\mathfrak{F}^{(u)}$ and $\mathfrak{F}^{\left(x^{\prime}\right)}$ such that $u^{\prime}(\xi)$ is identical with $f u(\xi)$. The reader can easily show that the random variables $P_{u s}(B)$ and $P_{w}(B)$, defined below, are in this case the same. They are thus determined, in fact, by the partition $\mathfrak{A}_{u}=\mathfrak{A}_{\omega}$ itself.

To define $P_{n}(B)$ we may use the following equation:

$$
\begin{equation*}
P_{\{u \in \Lambda\}}(B)=E_{\{u=\Delta\}} P_{u}(B) . \tag{1}
\end{equation*}
$$

It is easy to prove that if the set $E^{(x)}$ of all possible values of $u$ is finite, equation (1) holds true for any choice of $A$ (when $P_{z}(B)$ is defined as in $\S 6$, Chap. I). In the general case (in which $P_{n}(B)$ is not yet defined) we shall prove that there always exists one and only one random variable $P_{k}(B)$ (except for the matter of equivalence) which is defined as a function of $u$ and which satisfies equation (1) for every choice of $A$ from $\mathfrak{F}^{(x)}$ such that
$\mathrm{P}(x)(A)>0$. The function $\mathrm{P}_{\mathrm{z}}(B)$ of $u$ thus determined to within equivalence, we call the conditional probability of $B$ with respect to $u$ (or, for a given $u$ ). The value of $P_{u}(B)$ when $u=a$ we shall designate by $\mathrm{P}_{x}(a ; B)$.

The proof of the existence and uniqueness of $P_{v}(B)$. If we multiply (1) by $\mathrm{P}\{u \subset A\}=\mathrm{P}^{(x)}(A)$, we obtain, on the left,

$$
\mathrm{P}\{u \subset A\} \mathrm{P}_{\mathrm{uc} \mathrm{\Delta}}(B)=\mathrm{P}(B\{u \subset A\})=\mathrm{P}\left(B u^{-1}(A)\right)
$$

and, on the right,

$$
\mathrm{P}\{u \subset A\} \mathrm{E}_{\{u \in \Delta\}} \mathrm{P}_{\mathbf{w}}(B)=\int_{\{u \in A\}} \mathrm{P}_{u}(B) \mathrm{P}(d E)=\int_{\Delta} \mathrm{P}_{u}(B) \mathrm{P}^{(u)}\left(d E^{(u)}\right),
$$

leading to the formula

$$
\begin{equation*}
\mathrm{P}\left(B u^{-1}(A)\right)=\int_{d} \mathrm{P}_{\mathrm{u}}(B) \mathrm{P}^{(u)}\left(d E^{(u)}\right) ; \tag{2}
\end{equation*}
$$

and conversely (1) follows from (2). In the case $\mathrm{P}^{(x)}(A)=0$, in which case (1) is meaningless, equation (2) becomes trivially true. Condition (2) is thus equivalent to (1). In accordance with Property IX of the integral (§ 1, Chap. IV) the random variable $x$ is uniquely defined (except for equivalence) by means of the values of the integral

$$
\int_{A} x \mathrm{P} d(E)
$$

for all sets of $\mathfrak{F}$. Since $P_{u}(B)$ is a random variable determined on the probability field ( $\mathcal{F}^{(x)}, \mathrm{P}^{(x)}$ ), it follows that formula (2) uniquely determines this variable $P_{s}(B)$ except for equivalence.

We must still prove the existence of $P_{\mu}(B)$. We shall apply here the following theorem of Nikodym ${ }^{1}$ :

Let ₹ be a Borel field, $\mathrm{P}(A)$ a non-negative completely additive set function defined on $\mathcal{F}$ (in the terminology of the probability theory, a random variable on ( $\mathfrak{F}, \mathrm{P}$ ) ), and let $Q(A)$ be another completely additive set function defined on $\mathfrak{F}$, such that from $Q(A) \neq 0$ follows the inequality $\mathrm{P}(A)>0$. Then there exists a function $f(\xi)$ (in the terminology of the theory of probability, a random variable) which is measurable with respect to $\mathfrak{F}$, and which satisfies, for each set $A$ of $\mathfrak{F}$, the equation

[^23]$$
Q(A)=\int_{A} f(\xi) P(d E)
$$

In order to apply this theorem to our case, we need to prove $1^{\circ}$ that

$$
Q(A)=\mathrm{P}\left(B u^{-1}(A)\right)
$$

is a completely additive function on $\mathcal{F}^{(x)}, 2^{\circ}$. that from $Q(A) \neq 0$ follows the inequality $\mathrm{P}^{(x)}(A)>0$.

Firstly, $2^{\circ}$ follows from

$$
0 \leqq P\left(B u^{-1}(A)\right) \leq P\left(u^{-1}(A)\right)=P\left(w^{( }\right)(A) .
$$

For the proof of $1^{\circ}$ we set
then

$$
A=\sum_{n} A_{n}
$$

$$
u^{-1}(A)=\sum_{n} u^{-1}\left(A_{n}\right)
$$

and

$$
B u^{-1}(A)=\sum_{n} B u^{-1}\left(A_{n}\right) .
$$

Since $P$ is completely additive, it follows that

$$
P\left(B u-1\left(A_{n}\right)\right)=\sum_{n} P\left(B u^{-1}\left(A_{n}\right)\right),
$$

which was to be proved.
From the equation (1) follows an important formula (if we set $A=E^{(*)}$ ):

$$
\begin{equation*}
\mathrm{P}(B)=\mathrm{E}\left(\mathrm{P}_{\mathrm{w}}(B)\right) . \tag{3}
\end{equation*}
$$

Now we shall prove the following two fundamental properties of conditional probability.

Theorem I. It is almost sure that

$$
\begin{equation*}
0 \leqq \mathrm{P}_{y}(B) \leqq 1 \tag{4}
\end{equation*}
$$

Theorem II. If $B$ is decomposed into at most a countable number of sets $B_{n}$ :

$$
B=\sum_{n} B_{n}
$$

then the following equality holds almost surely:

$$
\begin{equation*}
P_{\psi}(B)=\sum_{n} P_{\alpha}\left(B_{n}\right) \tag{5}
\end{equation*}
$$

These two properties of $P_{N}(B)$ correspond to the two characteristic properties of the probability function $P(B)$ : that $0 \leqq \mathrm{P}(B) \leqq 1$ always, and that $\mathrm{P}(B)$ is completely additive. These
allow us to carry over many other basic properties of the absolute probability $\mathrm{P}(B)$ to the conditional probability $\mathrm{P}_{u}(B)$. However, we must not forget that $P_{u}(B)$ is, for a fixed set $B$, a random variable determined uniquely only to within equivalence.

Proof of Theorem I. If we assume-contrary to the assertion to be proved-that on a set $M \subset E^{(*)}$ with $P(k)(M)>0$, the inequality $\mathrm{P}_{\mathrm{w}}(B) \geqq 1+\varepsilon, \varepsilon>0$, holds true, then according to formula (1)

$$
P_{\{u<M\}}(B)=\mathrm{E}_{\{v \subset M\}} \mathrm{P}_{x}(B) \geqq 1+\varepsilon,
$$

which is obviously impossible. In the same way we prove that almost surely $\mathrm{P}_{u}(B) \geqq 0$.

Proof of Theorem II. From the convergence of the series

$$
\sum_{n} E\left|P_{k}\left(B_{n}\right)\right|=\sum_{n} E\left(P_{k}\left(B_{n}\right)\right)=\sum_{n} P\left(B_{n}\right)=P(B)
$$

it follows from Property $V$ of mathematical expectation (Chap. IV, \& 2) that the series

$$
\sum_{n} P_{w}\left(B_{n}\right)
$$

almost surely converges. Since the series

$$
\sum_{n} E_{\{u c \Lambda\}}\left|P_{w}\left(B_{n}\right)\right|=\sum_{n} E_{\{u \in \Lambda\}}\left(P_{w}\left(B_{n}\right)\right)=\sum_{n} P_{\{u \in \Lambda\}}\left(B_{n}\right)=P_{\{u \in \Lambda\}}(B)
$$

converges for every choice of the set $A$ such that $\mathrm{P}\left({ }^{(u)}(A)>0\right.$, then from Property V of mathematical expectation just referred to it follows that for each $A$ of the above kind we have the relation

$$
E_{\{x<A\}}\left(\sum_{n} P_{w}\left(B_{n}\right)\right)=\sum_{n} E_{\{w<A\}}\left(P_{w}\left(B_{n}\right)\right)=P_{\{u c \Delta\}}(B)=E_{\{x \subset A\}}\left(P_{w}\left(B_{n}\right)\right),
$$

and from this, equation (5) immediately follows.
To close this section we shall point out two particular cases. If, first, $u(\xi)=c$ (a constant), then $\mathrm{P}_{\mathrm{c}}(A)=\mathrm{P}(A)$ almost surely. If, however, we set $u(\xi)=\xi$, then we obtain at once that $P_{\xi}(A)$ is almost surely equal to one on $A$ and is almost surely equal to zero on $\bar{A} . P_{\xi}(A)$ is thus revealed to be the characteristic function of set $A$.

## 8 2. Explanation of a Borel Paradox

Let us choose for our basic set $E$ the set of all points on a spherical surface. Our $\mathfrak{F}$ will be the aggregate of all Borel sets of the spherical surface. And finally, our $\mathrm{P}(A)$ is to be proportional to the measure of set $A$. Let us now choose two diametrically
opposite points for our poles, so that each meridian circle will be uniquely defined by the longitude $\psi, 0 \leq \varphi<\pi$. Since $\varphi$ varies from 0 only to $\pi$, - in other words, we are considering complete meridian circles (and not merely semicircles) - the latitude $\Theta$ must vary from $-\pi$ to $+\pi$ (and not from $-\frac{\pi}{2}$ to $+\frac{\pi}{2}$ ). Borel set the following problem: Required to determine "the conditional probability distribution" of latitude $\theta,-\pi \leq \Theta<+\pi$, for a given longitude $\psi$.

It is easy to calculate that

The probability distribution of $\Theta$ for a given $\varphi$ is not uniform.
If we assume that the conditional probability distribution of $\theta$ "with the hypothesis that $\boldsymbol{\xi}$ lies on the given meridian circle" must be uniform, then we have arrived at a contradiction.

This shows that the concept of a conditional probability with regard to an isolated given hypothesis whose probability equals 0 is inadmissible. For we can obtain a probability distribution for $\Theta$ on the meridian circle only if we regard this circle as an element of the decomposition of the entire spherical surface into meridian circles with the given poles.

## § 3. Conditional Probabilitiea with Respect to a Random Variable

If $x$ is a random variable and $P_{x}(B)$ as a function of $x$ is measurable in the Borel sense, then $\mathrm{P}_{\mathrm{f}}(B)$ can be defined in an elementary way. For we can rewrite formula (2) in § 1, to look as follows:

$$
\begin{equation*}
\mathrm{P}(B) \mathrm{P}_{B}^{(x)}(A)=\int_{\Delta} \mathrm{P}_{s}(B) \mathrm{P}^{(x)}(d E) . \tag{1}
\end{equation*}
$$

In this case we obtain from (1) at once that

$$
\begin{equation*}
\mathrm{P}(B) F_{B}^{(x)}(a)=\int_{-\infty}^{a} P_{z}(a ; B) d F^{(x)}(a) \tag{2}
\end{equation*}
$$

In accordance with a theorem of Lebesgue ${ }^{2}$ it follows from (2) that
which is always true except for a set $H$ of points $a$ for which $\mathrm{P}(x)(H)=0$.

[^24]$P_{s}(a ; B)$ was defined in $\S 1$ except on a set $G$, which is such that $P(s)(G)=0$. If we now regard formula (3) as the definition of $P_{x}(a ; B)$ (setting $P_{x}(a ; B)=0$ when the limit in the right hand side of (3) fails to exist), then this new variable satisfies all requirements of § 1 .

If, besides, the probability densities $f^{(x)}(a)$ and $f_{B}^{(\tau)}(a)$ exist and if $f^{(x)}(a)>0$, then formula (3) becomes

$$
\begin{equation*}
\mathrm{P}_{\mathrm{z}}(a ; B)=\mathrm{P}(B) \frac{{ }^{f_{8}^{2}(a)}(a)}{f^{(x-1)}(a)} . \tag{4}
\end{equation*}
$$

Moreover, from formula (3) it follows that the existence of a limit in (3) and of a probability density $f^{(x)}(a)$ results in the existence of $f_{B}^{(c)}(a)$. In that case

$$
\begin{equation*}
P(B) f_{B}^{(x)}(a) \leqq f^{(x)}(a) . \tag{5}
\end{equation*}
$$

If $\mathrm{P}(B)>0$, then from (4) we have

$$
\begin{equation*}
f_{B}^{(x)}(a)=\frac{P_{x}(a ; B) \mu^{(x)}(a)}{P(B)} . \tag{6}
\end{equation*}
$$

In case $f^{(x)}(a)=0$, then according to (5) $f_{B}^{(x)}(a)=0$ and therefore (6) also holds. If, besides, the distribution of $x$ is continuous, we have

$$
\begin{equation*}
\mathrm{P}(B)=\mathrm{E}\left(\mathrm{P}_{\Sigma}(B)\right)=\int_{-\infty}^{+\infty} \mathrm{P}_{z}(a ; B) d F^{(x)}(a)=\int_{-\infty}^{+\infty} \mathrm{P}_{x}(a ; B) f^{(x)}(a) d a . \tag{7}
\end{equation*}
$$

From (6) and (7) we obtain

$$
\begin{equation*}
f_{B}^{P_{B}^{1}}(a)=\frac{P_{x}(a ; B) f^{f_{x}^{x}}(a)}{\int_{-\infty}^{+\infty} P_{z}(a ; B) f^{(x)}(a) d a} . \tag{8}
\end{equation*}
$$

This equation gives us the so-called Bayes Theorem for continuous distributions. The assumptions under which this theorem is proved are these: $P_{x}(B)$ is measurable in the Borel sense and at the point $a$ is defined by formula (3), the distribution of $x$ is continuous, and at the point $a$ there exists a probability density $f^{(x)}(a)$.
§ 4. Conditional Mathematical Expectations
Let $u$ be an arbitrary function of $\xi$, and $y$ a random variable. The random variable $\mathrm{E}_{u}(y)$, representable as a function of $u$ and satisfying, for any set $A$ of $\mathfrak{F}^{(x)}$ with $\mathrm{P}^{(x)}(A)>0$, the condition

$$
\begin{equation*}
E_{\{u \in \Delta\}}(y)=E_{\{u \in \Delta\}} E_{w}(y), \tag{1}
\end{equation*}
$$

is called (if it exists) the conditional mathematical expectation of the variable $y$ for known value of $u$.

If we multiply (1) by $\mathrm{P}^{(u)}(A)$, we obtain

$$
\begin{equation*}
\int_{\{u \in \Delta\}} y P(d E)=\int_{d} E_{s}(y) P\left({ }^{(u)}\left(d E^{(\kappa)}\right) .\right. \tag{2}
\end{equation*}
$$

Conversely from (2) follows formula (1). In case $\mathrm{P}^{(x)}(A)=0$, in which case (1) is meaningless, (2) becomes trivial. In the same manner as in the case of conditional probability (§1) we can prove that $E_{11}(y)$ is determined uniquely-except for equiva-lence-by (2).

The value of $\mathrm{E}_{u}(y)$ for $u=a$ we shall denote by $\mathrm{E}_{u}(a ; y)$. Let us also note that $E_{u}(y)$, as well as $\mathrm{P}_{u}(y)$, depends only upon the partition $\mathscr{\mathcal { X }}_{\boldsymbol{u}}$ and may be designated by $\mathrm{E}_{\boldsymbol{\chi}_{*}}(y)$.

The existence of $\mathrm{E}(y)$ is implied in the definition of $\mathrm{E}_{n}(y)$ (if we set $A=E^{(u)}$, then $\left.\mathrm{E}_{\{u \in 4\}}(y)=\mathrm{E}(y)\right)$.

We shall now prove that the existence of $\mathrm{E}(y)$ is also sufficient for the existence of $\mathrm{E}_{u}(y)$. For this we only need to prove that by the theorem of Nikodym ( $\S 1$ ), the set function

$$
Q(A)=\int_{\{k \subset \Lambda\}} y P(d E)
$$

is completely additive on $\mathfrak{f}^{(x)}$ and absolutely continuous with respect to $P(x)(A)$. The first property is proved verbatim as in the case of conditional probability (§1). The second propertyabsolute continuity-is contained in the fact that from $Q(A) \neq 0$ the inequality $\mathrm{P}^{(x)}(A)>0$ must follow. If we assume that $\mathrm{P}\left({ }^{(n)}(A)=\mathrm{P}\{u \subset A\}=0\right.$, it is clear that

$$
Q(A)=\int_{\{N \subset A\}} y P(d E)=0,
$$

and our second requirement is thus fulfilled.
If in equation (1) we set $A=E^{(x)}$, we obtain the formula

$$
\begin{equation*}
E(y)=E E_{y}(y) . \tag{3}
\end{equation*}
$$

We can show further that almost surely

$$
\begin{equation*}
\mathrm{E}_{w}(a y+b z)=a \mathrm{E}_{u}(y)+b \mathrm{E}_{u}(z), \tag{4}
\end{equation*}
$$

where $a$ and $b$ are two arbitrary constants. (The proof is left to the reader.)

If $u$ and $v$ are two functions of the elementary event $\xi$, then the couple ( $u, v$ ) can always be regarded as a function of $\xi$. The following important equation then holds:

$$
\begin{equation*}
\mathrm{E}_{u} \mathrm{E}_{(u, v)}(y)=\mathrm{E}_{u}(y) . \tag{5}
\end{equation*}
$$

For, $\mathrm{E}_{k}(y)$ is defined by the relation

$$
\mathrm{E}_{\{u \subset \Lambda\}}(y)=\mathrm{E}_{\{u \subset \Lambda\}} \mathrm{E}_{u}(y) .
$$

Therefore we must show that $\mathrm{E}_{\boldsymbol{u}} \mathrm{E}_{(u, 0)}(y)$ satisfies the equation

$$
\begin{equation*}
\mathrm{E}_{\{u \subset A\}}(y)=\mathrm{E}_{\{u \subset \Lambda\}} \mathrm{E}_{u} \mathrm{E}_{(u, v)}(y) . \tag{6}
\end{equation*}
$$

From the definition of $\mathrm{E}_{(u, v)}(y)$ it follows that

$$
\begin{equation*}
\mathrm{E}_{\{u \subset \Lambda\}}(y)=\mathrm{E}_{\{u c A\}} \mathrm{E}_{(u, 0)}(y) . \tag{7}
\end{equation*}
$$

From the definition of $\mathrm{E}_{k} \mathrm{E}_{(x, v)}(y)$ it follows, moreover, that

$$
\begin{equation*}
\mathrm{E}_{\{u=1\}} \mathrm{E}_{(u, v)}(y)=\mathrm{E}_{\{u \subset A\}} \mathrm{E}_{u} \mathrm{E}_{(u, v\}}(y) . \tag{8}
\end{equation*}
$$

Equation (6) results from equations (7) and (8) and thus proves our statement.

If we set $y=\mathrm{P}_{u}(B)$ equal to one on $B$ and to zero outside of $B$, then

$$
\begin{aligned}
\mathrm{E}_{u}(y) & =\mathrm{P}_{u}(B), \\
\mathrm{E}_{(u, v)}(y) & =\mathrm{P}_{(u, v)}(B) .
\end{aligned}
$$

In this case, from formula (5) we obtain the formula

$$
\begin{equation*}
\mathrm{E}_{\boldsymbol{u}} \mathrm{P}_{(u, v)}(B)=\mathrm{P}_{u}(B) . \tag{9}
\end{equation*}
$$

The conditional mathematical expectation $\mathrm{E}_{u}(y)$ may also be defined directly by means of the corresponding conditional probabilities. To do this we consider the following sums:

$$
\begin{equation*}
S_{\lambda}(u) \underset{k=-\infty}{k=\sum_{-\infty}^{+\infty} k \lambda P_{u}\{k \lambda \leq y<(k+1) \lambda\}=\sum_{k} R_{k} . . . . ~} \tag{10}
\end{equation*}
$$

If $E(y)$ exists, the series (10) almost certainly* converges. For we have from formula (3), of $\S 1$,

$$
\mathrm{E}\left|R_{k}\right|=|k \lambda| \mathrm{P}\{k \lambda \leq y<(k+1) i\},
$$

and the convergence of the series

$$
\sum_{i=-\infty}^{+\infty}|k \lambda| \mathrm{P}\{k \lambda \leq y<(k+1) \lambda\}=\sum_{k} \mathrm{E}\left|R_{k}\right|
$$

[^25]is the necessary condition for the existence of $\mathrm{E}(y)$ (see Chap. IV, §1). From this convergence it follows that the series (10) converges almost certainly (see Chap. IV, \& 2, V). We can further show, exactly as in the theory of the Lebesgue integral, that from the convergence of (10) for some $\lambda$, its convergence for every $\lambda$ follows, and that in the case where series (10) converges, $S_{l}(u)$ tends to a definite limit as $\lambda \rightarrow 0^{3}$. We can then define
\[

$$
\begin{equation*}
E_{u}(y)=\lim _{\lambda \rightarrow 0} S_{k}(u) . \tag{11}
\end{equation*}
$$

\]

To prove that the conditional expectation $\mathrm{E}_{u}(y)$ defined by relation (11) satisfies the requirements set forth above, we need only convince ourselves that $\mathrm{E}_{u}(y)$, as determined by (11), satisfies equation (1). We prove this fact thus:

$$
\begin{gathered}
\mathrm{E}_{\{u \subset A\}} \mathrm{E}_{u}(y)=\lim _{\lambda \rightarrow 0} \mathrm{E}_{\{u \in \Delta\}} S_{\lambda}(u) \\
=\lim _{k \rightarrow 0} \sum_{k=-\infty}^{+\infty} k \lambda \mathrm{P}_{\{u \in \Delta\}}\{k \lambda \leq y<(k+1) \lambda\}=\mathrm{E}_{\{u \subset A\}}(y) .
\end{gathered}
$$

The interchange of the mathematical expectation sign with the limit sign is admissible in this computation, since $S_{\lambda}(u)$ converges uniformly to $E_{k}(y)$ as $\lambda \rightarrow 0$ (a simple result of Property $V$ of mathematical expectation in §2). The interchange of the mathematical expectation sign and the summation sign is also admissible since the series

$$
\begin{gathered}
k=\sum_{k=-\infty}^{+\infty} E_{\{u \in \Lambda\}}\left\{|k \lambda| P_{u}[k \lambda \leqq y<(k+1) \lambda]\right\} \\
=\sum_{k=-\infty}^{k=} \sum_{|k \lambda|}^{+\infty} P_{\{u c \Delta\}}[k \lambda \leqq y<(k+1) \lambda]
\end{gathered}
$$

converges (an immediate result of Property V of mathematical expectation).

Instead of (11) we may write

$$
\begin{equation*}
\mathrm{E}_{u}(y)=\int_{E} y \mathrm{P}_{u}(d E) . \tag{1}
\end{equation*}
$$

We must not forget here, however, that (12) is not an integral

[^26]in the sense of $\S 1$, Chap. IV, so that (12) is only a symbolic expression.

If $x$ is a random variable then we call the function of $x$ and $a$

$$
F_{x}^{\infty}(a)=P_{x}(y<a)
$$

the conditional distribution function of $y$ for known $x$.
$F_{\varepsilon}{ }^{(y)}(a)$ is almost certainly defined for every $a$. If $a<b$ then almost certainly

$$
F_{x}^{\sin }(a) \leqq F_{x}^{\operatorname{tin}}(b) .
$$

From (11) and (10) it follows that almost certainly

$$
\begin{equation*}
\mathrm{E}_{x}(y)=\lim _{k \rightarrow 0} \sum_{k=-\infty}^{k=\sum_{-\infty}^{\infty} k \lambda\left[F_{x}^{\operatorname{wn}}((k+1) \lambda)-F_{x}^{\infty}(k \lambda)\right] . . . .} \tag{13}
\end{equation*}
$$

This fact can be expressed symbolically by the formula

$$
\begin{equation*}
\mathrm{E}_{x}(y)=\int_{-\infty}^{+\infty} a d F_{x}^{W}(a) \tag{14}
\end{equation*}
$$

By means of the new definition of mathematical expectation [(10) and (11)] it is easy to prove that, for a real function of $u$,

$$
\begin{equation*}
\mathrm{E}_{u}[/(u) y]=/(u) \mathrm{E}_{u}(v) . \tag{15}
\end{equation*}
$$

[^27]
## Chapter VI

## INDEPENDENCE; THE LAW OF LARGE NUMBERS

## 8 1. Independence

Definition 1: Two functions, $u$ and $v$ of $\xi$, are mutually independent if for any two sets, $A$ of $\mathfrak{F}^{(x)}$, and $B$ of $\mathfrak{F}^{(v)}$, the following equation holds:

$$
\begin{equation*}
\mathrm{P}(u \subset A, v \subset B)=\mathrm{P}(u \subset A) \mathrm{P}(v \subset B)=\mathrm{P}(*)(A) \mathrm{P}^{(0)}(B) . \tag{1}
\end{equation*}
$$

If the sets $E^{(x)}$ and $E^{(v)}$ consist of only a finite number of elements,

$$
\begin{aligned}
& E^{\left({ }^{( }\right)}=u_{1}+u_{2}+\cdots+u_{n}, \\
& E^{(v)}=v_{1}+v_{2}+\cdots+v_{m},
\end{aligned}
$$

then our definition of independence of $u$ and $v$ is identical with the definition of independence of the partitions

$$
\begin{aligned}
& E=\sum_{k}\left\{u=u_{k}\right\}, \\
& E=\sum_{k}\left\{v=v_{k}\right\}
\end{aligned}
$$

as in $\S 5$, Chap. I.
For the independence of $u$ and $v$, the following condition is necessary and sufficient. For any choice of set $A$ in $\mathfrak{g}^{(x)}$ the following equation holds almost certainly:

$$
\begin{equation*}
\mathrm{P}_{\mathrm{D}}(u \subset A)=\mathrm{P}(u \subset A) \tag{2}
\end{equation*}
$$

In the case $P(v)(B)=0$, both equations (1) and (2) are satisfied, and therefore we need only prove their equivalence in the case $\mathrm{P}^{(v)}(B)>0$. In this case (1) is equivalent to the relation

$$
\begin{equation*}
\mathrm{P}_{\{0 \subset B\}}(u \subset A)=\mathrm{P}(u \subset A) \tag{3}
\end{equation*}
$$

and therefore to the relation

$$
\begin{equation*}
E_{\{v \subset B\}} \mathrm{P}_{\mathrm{p}}(u \subset A)=\mathrm{P}(u \subset A) . \tag{4}
\end{equation*}
$$

On the other hand, it is obvious that equation (4) follows from
(2). Conversely since $P_{v}(u \subset A)$ is uniquely determined by (4) to within probability zero, then equation (2) follows from (4) almost certainly.

Definition 2: Let $M$ be a set of functions $u_{\mu}(\xi)$ of $\xi$. These functions are called mutually independent in their totality if the following condition is satisfied. Let $M^{\prime}$ and $M^{\prime \prime}$ be two nonintersecting subsets of $M$, and let $A^{\prime}$ (or $A^{\prime \prime}$ ) be a set from $\mathfrak{F}$ defined by a relation among $u_{\mu}$ from $M^{\prime}$ (or $M^{\prime \prime}$ ); then we have

$$
\mathrm{P}\left(A^{\prime} A^{\prime \prime}\right)=\mathrm{P}\left(A^{\prime}\right) \mathrm{P}\left(A^{\prime \prime}\right) .
$$

The aggregate of alli$u_{\mu}$ of $M^{\prime}$ (or of $M^{\prime \prime}$ ) can be regarded as coordinates of some function $u^{\prime}$ (or $u^{\prime \prime}$ ). Definition 2 requires only the independence of $u^{\prime}$ and $u^{\prime \prime}$ in the sense of Definition 1 for each choice of non-intersecting sets $M^{\prime}$ and $M^{\prime \prime}$.

If $u_{1}, u_{2}, \ldots, u_{n}$ are mutually independent, then in all cases

$$
\left.\begin{array}{c}
\mathrm{P}\left\{u_{1} \subset A_{1}, u_{2} \subset A_{2}, \ldots, u_{n} \subset A_{n}\right\}  \tag{5}\\
=\mathrm{P}\left(u_{1} \subset A_{1}\right) \mathrm{P}\left(u_{2} \subset A_{2}\right) \ldots \mathrm{P}\left(u_{n} \subset A_{n}\right),
\end{array}\right\} .
$$

provided the sets $A_{k}$ belong to the corresponding $\mathfrak{g}^{\left(\mu_{k}\right)}$ (proved by induction). This equation is not in general, however, at all sufficient for the mutual independence of $u_{1}, u_{2}, \ldots, u_{n}$.

Equation (5) is easily generalized for the case of a countably infinite product.

From the mutual independence of $\boldsymbol{u}_{\mu_{\Delta}}$ in each finite group ( $u_{\mu_{1}}, u_{\mu_{2}}, \ldots, u_{\mu_{k}}$ ) it does not necessarily follow that all $u_{\mu}$ are mutually independent.

Finally, it is easy to note that the mutual independence of the functions $u_{\mu}$ is in reality a property of the corresponding partitions $\mathscr{U}_{u_{\mu}}$. Further, if $u_{\mu}^{\prime}$ are single-valued functions of the corresponding $u_{\mu}$, then from the mutual independence of $u_{\mu}$ follows that of $\boldsymbol{u}_{\boldsymbol{\mu}}^{\prime}$.

## § 2. Independent Random Variables

If $x_{1}, x_{2}, \ldots, x_{n}$ are mutually independent random variables then from equation (2) of the foregoing paragraph follows, in particular, the formula

$$
\begin{equation*}
F^{\left(x_{1}, x_{11}, \ldots, x_{n}\right)}\left(a_{1}, a_{2}, \ldots, a_{n}\right)=F^{\left(x_{2}\right)}\left(a_{1}\right) F^{\left(x_{1}\right)}\left(a_{2}\right) \ldots F^{\left(x_{n}\right)}\left(a_{n}\right) . \tag{1}
\end{equation*}
$$

If in this case the field $\dot{\xi}\left(x_{1}, x_{2}, \ldots, s_{n}\right)$ consists only of Borel sets of
the space $R^{n}$, then condition (1) is also sufficient for the mutual independence of the variables $x_{1}, x_{2}, \ldots, x_{n}$.

Proof. Let $x^{\prime}=\left(x_{i_{2}}, x_{i_{2}}, \ldots, x_{i_{h}}\right)$ and $x^{\prime \prime}=\left(x_{i_{2}}, x_{i_{2}}, \ldots, x_{j_{m}}\right)$ be two non-intersecting subsystems of the variables $x_{1}, x_{2}, \ldots, x_{n}$. We must show, on the basis of formula (1), that for every two Borel sets $A^{\prime}$ and $A^{\prime \prime}$ of $R^{k}$ (or $R^{m}$ ) the following equation holds:

$$
\begin{equation*}
\mathrm{P}\left(x^{\prime} \subset A^{\prime}, x^{\prime \prime} \subset A^{\prime \prime}\right)=\mathrm{P}\left(x^{\prime} \subset A^{\prime}\right) \mathrm{P}\left(x^{\prime \prime} \subset A^{\prime \prime}\right) \tag{2}
\end{equation*}
$$

This follows at once from (1) for the sets of the form

$$
\begin{aligned}
& A^{\prime}=\left\{x_{i_{1}}<a_{1}, x_{i_{1}}<a_{2}, \ldots, x_{i_{k}}<a_{k}\right\}, \\
& A^{\prime \prime}=\left\{x_{i_{1}}<b_{1}, x_{i_{2}}<b_{2}, \ldots, x_{j_{m}}<b_{m}\right\} .
\end{aligned}
$$

It can be shown that this property of the sets $A^{\prime}$ and $A^{\prime \prime}$ is preserved under formation of sums and differences, from which equation (2) follows for all Borel sets.

Now let $x=\left\{x_{\mu}\right\}$ be an arbitrary (in general infinite) aggregate of random variables. If the field $\mathfrak{F}^{(*)}$ coincides with the field $B \mathfrak{F}^{M}$ ( $M$ is the set of all $\mu$ ), the aggregate of equations

$$
\begin{equation*}
F_{\mu_{1} \mu_{1} \ldots \mu_{n}}\left(a_{1}, a_{2}, \ldots, a_{n}\right)=F_{\mu_{1}}\left(a_{1}\right) F_{\mu_{1}}\left(a_{2}\right) \ldots F_{\mu_{n}}\left(a_{n}\right) \tag{3}
\end{equation*}
$$

is necessary and sufficient for the mutual independence of the variables $x_{\mu}$.

The necessity of this condition follows at once from formula (1). We shall now prove that it is also sufficient. Let $M^{\prime}$ and $M^{\prime \prime}$ be two non-intersecting subsets of the set $M$ of all indices $\mu$, and let $A^{\prime}$ ( or $A^{\prime \prime}$ ) be a set of $B \mathfrak{F}^{M}$ defined by a relation among the $x_{\mu}$ with indices $\mu$ from $M^{\prime}$ (or $M^{\prime \prime}$ ). We must show that we then have

$$
\begin{equation*}
\mathrm{P}\left(A^{\prime} A^{\prime \prime}\right)=\mathrm{P}\left(A^{\prime}\right) \mathrm{P}\left(A^{\prime \prime}\right) . \tag{4}
\end{equation*}
$$

If $A^{\prime}$ and $A^{\prime \prime}$ are cylinder sets then we are dealing with relations among a finite set of variables $x_{\mu}$, equation (4) represents in that case a simple consequence of previous results (Formula (2)). And since relation (4) holds for sums and differences of sets $A^{\prime}$ (or $A^{\prime \prime}$ ) also, we have proved (4) for all sets of $B \mathfrak{y}^{M}$ as well.

Now for every $\mu$ of a set $M$ let there be given a priori a distribution function $F_{\mu}(a)$; in that case we can construct a field of probability such that certain random variables $x_{\mu}$ in that field ( $\mu$ assuming all values in $M$ ) will be mutually independent, where


In order to show this it is enough to take $R^{M}$ for the basic set $E$ and $B \mathfrak{F}^{M}$ for the field $\mathfrak{F}$, and to define the distribution functions $F_{\mu_{1} \mu_{2} \ldots \mu_{n}}$ (see Chap. III, § 4) by equation (3).

Let us also note that from the mutual independence of each finite group of variables $x_{\mu}$ (equation (3)) there follows, as we have seen above, the mutual independence of all on $B \tilde{f}^{M}$. In more inclusive fields of probability this property may be lost.

To conclude this section, we shall give a few more criteria for the independence of two random variables.

If two random variables $x$ and $y$ are mutually independent and if $\mathrm{E}(x)$ and $\mathrm{E}(y)$ are finite then almost certainly

$$
\left.\begin{array}{l}
\mathrm{E}_{z}(y)=\mathrm{E}(y),  \tag{5}\\
\mathrm{E}_{y}(x)=\mathrm{E}(x) .
\end{array}\right\}
$$

These formulas represent an immediate consequence of the second definition of conditional mathematical expectation (Formulas (10) and (11) of Chap. V, §4). Therefore, in the case of independence both

$$
f^{2}=\frac{E\left[E(y)-E_{x}(y)\right]^{2}}{\sigma^{2}(y)}=\frac{o^{2}\left[E_{2}(y)\right]}{\sigma^{2}(y)} \text { and } g^{z}=\frac{E\left[E(x)-E_{y}(x)\right]^{2}}{\sigma^{2}(x)}=\frac{o^{2}\left[E_{y}(x)\right]}{\sigma^{2}(x)}
$$

are equal to zero (provided $\sigma^{2}(x)>0$ and $\sigma^{2}(y)>0$ ). The number $f^{2}$ is called the correlation ratio of $y$ with respect to $x$, and $g^{2}$ the same for $x$ with respect to $y$ (Pearson).

From (5) it further follows that

$$
\begin{equation*}
\mathrm{E}(x y)=\mathrm{E}(x) \mathrm{E}(y) . \tag{6}
\end{equation*}
$$

To prove this we apply Formula (15) of $\S 4$, Chap. V:

$$
\mathrm{E}(x y)=\mathrm{E} \mathrm{E}_{x}(x y)=\mathrm{E}\left[x \mathrm{E}_{x}(y)\right]=\mathrm{E}[x \mathrm{E}(y)]=\mathrm{E}(y) \mathrm{E}(x) .
$$

Therefore, in the case of independence

$$
r=\frac{E(x, y)-E(x) E(y)}{\sigma(x) \sigma(y)}
$$

is also equal to zero; $r$, as is well known, is the correlation coefficient of $x$ and $y$.

If two random variables $x$ and $y$ satisfy equation (6), then they are called uncorrelated. For the sum

$$
S=x_{1}+x_{2}+\ldots+x_{n}
$$

where the $x_{1}, x_{2}, \ldots, x_{n}$ are uncorrelated in pairs, we can easily compute that

$$
\begin{equation*}
\sigma^{2}(s)=\sigma^{2}\left(x_{1}\right)+\sigma^{2}\left(x_{2}\right)+\cdots+\sigma^{2}\left(x_{n}\right) \tag{7}
\end{equation*}
$$

In particular, equation (7) holds for the independent variables $x_{k}$.

## § 3. The Law of Large Numbers

Random variables $s$ of a sequence

$$
s_{1}, s_{2}, \ldots, s_{n}, \ldots
$$

are called stable, if there exists a numerical sequence

$$
d_{1}, d_{2}, \ldots, d_{n}, \ldots
$$

such that for any positive $\epsilon$

$$
\mathrm{P}\left\{\left|s_{n}-d_{n}\right| \geqq \varepsilon\right\}
$$

converges to zero as $n \rightarrow \infty$. If all $E\left(s_{n}\right)$ exist and if we may set

$$
d_{n}=E\left(s_{n}\right),
$$

then the stability is normal.
If all $s_{n}$ are uniformly bounded, then from

$$
\begin{equation*}
\mathrm{P}\left\{\left|s_{n}-d_{n}\right| \geqq \varepsilon\right\} \rightarrow 0 \quad n \rightarrow+\infty \tag{1}
\end{equation*}
$$

we obtain the relation

$$
\left|E\left(s_{n}\right)-d_{n}\right| \rightarrow 0 \quad n \rightarrow+\infty
$$

and therefore

$$
\begin{equation*}
P\left\{\left|s_{n}-E\left(s_{n}\right)\right| \geqq \varepsilon\right\} \rightarrow 0 . \quad n \rightarrow+\infty \tag{2}
\end{equation*}
$$

The stability of a bounded stable sequence is thus necessarily normal.

Let

$$
E\left(s_{n}-E\left(s_{n}\right)\right)^{2}=\sigma^{2}\left(s_{n}\right)=\sigma_{n}^{2} .
$$

According to the Tchebycheff inequality,

$$
\mathrm{P}\left\{\left|s_{n}-\mathrm{E}\left(s_{n}\right)\right| \geqq \varepsilon\right\} \leqq \frac{o_{n}^{\frac{s}{3}}}{\varepsilon^{2}} .
$$

Therefore, the Markov Condition

$$
\begin{equation*}
\sigma_{n}^{2} \rightarrow 0 \quad n \rightarrow+\infty \tag{3}
\end{equation*}
$$

is sufficient for normal stability.

If $s_{n}-E\left(s_{n}\right)$ are uniformly bounded:

$$
\left|s_{n}-E\left(s_{n}\right)\right| \leqq M,
$$

then from the inequality (9) in $\S 3$, Chap. IV,

$$
P\left\{\left|s_{n}-E\left(s_{n}\right)\right| \geqq \delta\right\} \geqq \frac{\frac{\sigma^{2}}{-\varepsilon^{2}}}{M^{2}} .
$$

Therefore, in this case the Markov condition (3) is also necessary for the stability of the $s_{\boldsymbol{n}}$.

If

$$
s_{n}=\frac{x_{1}+x_{2}+\cdots+x_{n}}{n}
$$

and the variables $x_{n}$ are uncorrelated in pairs, we have

$$
\sigma_{n}^{2}=\frac{1}{n^{2}}\left\{\sigma^{2}\left(x_{1}\right)+\sigma^{2}\left(x_{2}\right)+\cdots+\sigma^{2}\left(x_{n}\right)\right\} .
$$

Therefore, in this case, the following condition is sufficient for the normal stability of the arithmetical means $s_{n}$ :

$$
\begin{equation*}
n^{2} \sigma_{R}^{2}=\sigma^{2}\left(x_{1}\right)+\sigma^{2}\left(x_{2}\right)+\cdots+\sigma^{2}\left(x_{n}\right)=o\left(n^{2}\right) \tag{4}
\end{equation*}
$$

(Theorem of Tchebycheff). In particular, condition (4) is fulfilled if all variables $x_{n}$ are uniformly bounded.

This theorem can be generalized for the case of weakly correlated variables $x_{n}$. If we assume that the coefficient of correlation $r_{m n}{ }^{1}$ of $x_{m}$ and $x_{n}$ satisfies the inequality

$$
r_{m n} \leqq c(|n-m|)
$$

and that

$$
C_{n}=\sum_{k=0}^{k=1} c(k),
$$

then a sufficient condition for normal stability of the arithmetic means $s$ is ${ }^{2}$

$$
\begin{equation*}
C_{n} \sigma_{n}^{8}=o\left(n^{2}\right) \tag{5}
\end{equation*}
$$

In the case of independent summands $x_{n}$ we can state a necessary and sufficient condition for the stability of the arithmetic means $s_{n}$. For every $x_{n}$ there exists a constant $m_{n}$ (the median of $x_{n}$ ) which satisfies the following conditions:

$$
\begin{aligned}
& \mathrm{P}\left(x_{n}<m_{n}\right) \leqq \frac{1}{2} . \\
& \mathrm{P}\left(x_{n}>m_{n}\right) \leqq \frac{1}{2} .
\end{aligned}
$$

[^28]We set

$$
\begin{gathered}
x_{n k}=x_{k} \text { if }\left|x_{k}-m_{k}\right| \leqq n \\
x_{n k}=0 \text { otherwise } \\
s_{n}^{*}=\frac{x_{n 1}+x_{n, 2}+\cdots+x_{n n}}{n} .
\end{gathered}
$$

Then the relations

$$
\begin{gather*}
\sum_{k=1}^{k=n} P\left\{\left|x_{k}-m_{k}\right|>n\right\}=\sum_{k=1}^{k=n} P\left(x_{n t} \neq x_{k}\right) \rightarrow 0, n \rightarrow+\infty  \tag{6}\\
\sigma^{2}\left(s_{n}^{*}\right)=\sum_{k=1}^{k=n} \sigma^{2}\left(x_{n k}\right)=o\left(n^{2}\right) \tag{7}
\end{gather*}
$$

are necessary and sufficient for the stability of variables $s_{n}{ }^{3}$.
We may here assume the constants $d_{n}$ to be equal to the $E\left(s_{n}{ }^{*}\right)$ so that in the case where

$$
E\left(s_{n}^{*}\right)-E\left(s_{n}\right) \rightarrow 0 \quad n \rightarrow+\infty
$$

(and only in this case) the stability is normal.
A further generalization of Tchebycheff's theorem is obtained if we assume that the $s_{n}$ depend in some way upon the results of any $n$ trials,

$$
\mathfrak{A}_{1}, \mathfrak{A}_{2}, \ldots, \mathfrak{X}_{n},
$$

so that after each definite outcome of all these $n$ trials $s_{n}$ assumes a definite value. The general idea of all these theorems known as the law of large numbers, consists in the fact that if the dependence of variables $s_{n}$ upon each separate trial $\mathfrak{n}_{k}(k=1,2, \ldots, n)$ is very small for a large $n$, then the variables $s_{n}$ are stable. If we regard

$$
\beta_{n k}^{2}=E\left[E_{x_{2}, \mathfrak{x}_{2} \ldots \mathfrak{w}_{k}}\left(s_{n}\right)-E_{\mathfrak{x}_{1}, \mathbb{q}_{1} \ldots \mathfrak{u}_{k-1}}\left(s_{n}\right)\right]^{2}
$$

as a reasonable measure of the dependence of variables $s_{n}$ upon the trial $\mathfrak{g}_{k}$, then the above-mentioned general idea of the law of large numbers can be made concrete by the following considerations ${ }^{4}$.

Let

[^29]Then

$$
\begin{gathered}
s_{n}-E\left(s_{n}\right)=z_{1}+z_{2}+\cdots+z_{n}, \\
E\left(z_{n k}\right)=E E_{\alpha_{1} \alpha_{2} \ldots \alpha_{k}\left(s_{n}\right)-E E_{q_{1}, \alpha_{2} \ldots \alpha_{k-1}}\left(s_{n}\right)=E\left(s_{n}\right)-E\left(s_{n}\right)=0 .}^{\sigma^{2}\left(z_{n k}\right)=E\left(z_{n k}^{n}\right)=\beta_{n k}^{2} .}
\end{gathered}
$$

We can easily compute also that the random variables $z_{n k c}$ ( $k=$ $1,2, \ldots, n$ ) are uncorrelated. For let $i<k$; then ${ }^{3}$
and therefore

$$
E\left(z_{n t} z_{n k}\right)=0
$$

We thus have

$$
\sigma^{2}\left(s_{n}\right)=\sigma^{2}\left(z_{n 1}\right)+\sigma^{2}\left(z_{n 2}\right)+\cdots+\sigma^{2}\left(z_{n n}\right)=\beta_{n 1}^{2}+\beta_{n 2}^{2}+\cdots+\beta_{n n}^{z} .
$$

Therefore, the condition

$$
\beta_{n 1}^{2}+\beta_{n 2}^{2}+\cdots+\beta_{n n}^{2} \rightarrow 0 \quad n \rightarrow+\infty
$$

is sufficient for the normal stability of the variables $s_{n}$.

## 8 4. Notes on the Concept of Mathematical Expectation

We have defined the mathematical expectation of a random variable $x$ as

$$
\mathrm{E}(x)=\int_{E} x \mathrm{P}(d E)=\int_{-\infty}^{+\infty} a d F^{(x)}(a),
$$

where the integral on the right is understood as

$$
E(x)=\int_{-\infty}^{+\infty} a d F^{(x)}(a)=\lim \int_{b}^{c} a d F^{(x)}(a) . \quad \begin{align*}
& b \rightarrow-\infty  \tag{1}\\
& c \rightarrow+\infty
\end{align*}
$$

The idea suggests itself to consider the expression

$$
\begin{equation*}
\mathrm{E}^{*}(x)=\lim _{-b}^{+b} a d F^{(x)}(a) \quad b \rightarrow+\infty \tag{2}
\end{equation*}
$$

[^30]as a generalized mathematical expectation. We lose in this case, of course, several simple properties of mathematical expectation. For example, in this case the formula
$$
\mathrm{E}(x+y)=\mathrm{E}(x)+\mathrm{E}(y)
$$
is not always true. In this form the generalization is hardly admissible. We may add however that, with some restrictive supplementary conditions, definition (2) becomes entirely natural and useful.

We can discuss the problem as follows. Let

$$
x_{1}, x_{2}, \ldots, x_{n}, \ldots
$$

be a sequence of mutually independent variables, having the same distribution function $F^{(x)}(\alpha)=F^{\left(x_{n}\right)}(a),(n=1,2, \ldots)$ as $x$. Let further

$$
s_{n}=\frac{x_{1}+x_{2}+\cdots+x_{n}}{n} .
$$

We now ask whether there exists a constant $\mathrm{E}^{*}(x)$ such that for every $\epsilon>0$

$$
\begin{equation*}
\lim P\left(\left|s_{n}-E^{*}(x)\right|>\varepsilon\right)=0, \quad n \rightarrow+\infty . \tag{3}
\end{equation*}
$$

The answer is: If such a constant $\mathrm{E}^{*}(x)$ exists, it is expressed by Formula (2). The necessary and sufficient condition that Formula (3) hold consists in the existence of limit (2) and the relation

$$
\begin{equation*}
\mathrm{P}(|x|>n)=o\left(\frac{1}{n}\right) . \tag{4}
\end{equation*}
$$

To prove this we apply the theorem that condition (4) is necessary and sufficient for the stability of the arithmetic means $s_{n}$, where, in the case of stability, we may set ${ }^{6}$

$$
d_{n}=\int_{-n}^{+n} a d F^{(x)}(a)
$$

If there exists a mathematical expectation in the former sense (Formula (1)), then condition (4) is always fulfilled ${ }^{7}$. Since in this case $\mathrm{E}(x)=\mathrm{E}^{*}(x)$, the condition (3) actually does define a generalization of the concept of mathematical expectation. For the generalized mathematical expectation, Properties I-VII

[^31](Chap. IV, § 2) still hold; in general, however, the existence of $\mathrm{E}^{*}|x|$ does not follow from the existence of $\mathrm{E}^{*}(x)$.

To prove that the new concept of mathematical expectation is really more general than the previous one, it is sufficient to give the following example. Set the probability density $f^{(x)}(a)$ equal to

$$
f^{(x)}(a)=\frac{c}{(|a|+2)^{2} \ln (|a|+2)},
$$

where the constant $C$ is determined by

$$
\int_{-\infty}^{+\infty} f^{(x)}(a) d a=1
$$

It is easy to compute that in this case condition (4) is fulfilled. Formula (2) gives the value

$$
\mathrm{E}^{*}(x)=0,
$$

but the integral

$$
\int_{-\infty}^{+\infty}|a| d F^{(x)}(a)=\int_{-\infty}^{+\infty}|a| \gamma^{(x)}(a) d a
$$

diverges.
§ 5. Strong Law of Large Numbers; Convergence of Series
The random variables $s_{n}$ of the sequence

$$
s_{1}, s_{2}, \ldots, s_{n}, \ldots
$$

are strongly stable if there exists a sequence of numbers

$$
d_{1}, d_{2}, \ldots, d_{n}, \ldots
$$

such that the random variables

$$
s_{n} \sim d_{n}
$$

almost certainly tend to zero as $n \rightarrow+\infty$. From strong stability follows, obviously, ordinary stability. If we can choose

$$
d_{n}=E\left(s_{n}\right),
$$

then the strong stability is normal.
In the Tchebycheff case,

$$
s_{n}=\frac{x_{1}+x_{8}+\cdots+x_{n}}{n},
$$

where the variables $x_{n}$ are mutually independent. A sufficient ${ }^{8}$ condition for the normal strong stability of the arithmetic means $s_{n}$ is the convergence of the series

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{n^{2}\left(x_{n}\right)}{n^{2}} \tag{1}
\end{equation*}
$$

This condition is the best in the sense that for any series of constants $b_{n}$ such that

$$
\sum_{n=1}^{\infty} \frac{b_{n}}{n^{2}}=+\infty
$$

we can build a series of mutually independent random variables $x_{n}$ such that

$$
\sigma^{2}\left(x_{n}\right)=b_{n}
$$

and the corresponding arithmetic means $s_{n}$ will not be strongly stable.

If all $x_{n}$ have the same distribution function $F^{(s)}(a)$, then the existence of the mathematical expectation

$$
E(x)=\int_{-\infty}^{+\infty} a d F^{(x)}(a)
$$

is necessary and sufficient for the strong stability of $s_{n}$; the stability in this case is always normal.

Again, let

$$
x_{1}, x_{2}, \ldots, x_{n}, \ldots
$$

be mutually independent random variables. Then the probability of convergence of the series

$$
\begin{equation*}
\sum_{n=1}^{\infty} x_{n} \tag{2}
\end{equation*}
$$

is equal either to one or to zero. In particular, this probability equals one when both series

$$
\sum_{n=1}^{\infty} E\left(x_{n}\right) \quad \text { and } \quad \sum_{n=1}^{\infty} \sigma^{2}\left(x_{n}\right)
$$

converge. Let us further assume

$$
\begin{gathered}
y_{n}=x_{n} \text { in case }\left|x_{n}\right| \leqq 1, \\
y_{n}=0 \text { in case }\left|x_{n}\right|>1 .
\end{gathered}
$$

[^32]Then in order that series (1) converge with the probability one, it is necessary and sufficient ${ }^{10}$ that the following series converge simultaneously :

$$
\sum_{n=1}^{\infty} P\left\{\left|x_{n}\right|>1\right\}, \quad \sum_{n=1}^{\infty} E\left(y_{n}\right) \quad \text { and } \quad \sum_{n=1}^{\infty} \sigma^{2}\left(y_{n}\right)
$$

[^33]
## Appendix

## ZERO-OR-ONE LAW IN THE THEORY OF PROBABILITY

We have noticed several cases in which certain limiting probabilities are necessarily equal to zero or one. For example, the probability of convergence of a series of independent random variables may assume only these two values ${ }^{1}$. We shall prove now a general theorem including many such cases.

Theorem : Let $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ be any random variables and let $f\left(x_{1}, x_{2}, \ldots, x_{n}, \ldots\right)$ be a Baire function ${ }^{2}$ of the variables $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ such that the conditional probability

$$
P_{x_{2}, x_{1}, \ldots, x_{n}}\{(x)=0\}
$$

of the relation

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}^{\prime}, \ldots\right)=0
$$

remains, when the first $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$ are known, equal to the absolute probability

$$
\begin{equation*}
\mathrm{P}\{f(x)=0\} \tag{1}
\end{equation*}
$$

for every n. Under these conditions the probability (1) equals zero or one.

In particular, the assumptions of this theorem are fulfilled if the variables $x_{n}$ are mutualiy independent and if the value of the function $f(x)$ remains unchanged when only a finite number of variables are changed.

Proof of the Theorem: Let us denote by $A$ the event

$$
f(x)=0 .
$$

We shall also investigate the field $\mathfrak{R}$ of all events which can be defined through some relations among a finite number of vari-

[^34]ables $x_{n}$. If event $B$ belongs to $\Re$, then, according to the conditions of the theorem,
\[

$$
\begin{equation*}
\mathrm{P}_{\mathrm{B}}(A)=\mathrm{P}(A) . \tag{2}
\end{equation*}
$$

\]

In the case $\mathrm{P}(A)=0$ our theorem is already true. Let now $P(A)>0$. Then from (2) follows the formula

$$
\begin{equation*}
\mathrm{P}_{A}(B)=\frac{\mathrm{P}_{B}(A) \mathrm{P}(B)}{\mathrm{P}(A)}=\mathrm{P}(B), \tag{3}
\end{equation*}
$$

and therefore $P(B)$ and $P_{A}(B)$ are two completely additive set functions, coinciding on $\Re$; therefore they must remain equal to each other on every set of the Borel extension $B \Re$ of the field $\mathfrak{F}$. Therefore, in particular,

$$
\mathrm{P}(A)=\mathrm{P}_{A}(A)=1,
$$

which proves our theorem.
Several other cases in which we can state that certain probabilities can assume only the values one and zero, were discovered by P. Lévy. See P. Lévy, Sur un théorème de M. Khintchine, Bull. des Sci. Math. v. 55, 1931, pp. 145-160, Theorem II.
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## NOTES TO SUPPLEMENTARY BIBLIOGRAPHY

The fundamental work on the measure-theoretic approach to probability theory is A. N. Kolmogorov's Grundbegriffe der Wahrscheinlichkeitsrechnung, of which the present work is an English translation. It is not an overstatement to say that for the past twenty-three years most of the research work in probability has been influenced by this approach, and that the axiomatic theory advanced by Kolmogorov is considered by workers in probability and statistics to be the correct one.

The publication of Kolmogorov's Grundbegriffe initiated a new era in the theory of probability and its methods; and the amount of research generated by the fundamental concepts due to Kolmogorov has been very great indeed. In preparing this second edition of the English translation of Kolmogorov's monograph, it seemed desirable to give a bibliography that would in some way reflect the present status and direction of research activity in the theory of probability.

In recent years many excellent books have appeared. Three of most outstanding in this group are those by Doob [12], Feller [17], and Loève [54]. Other books dealing with general probability theory, and specialized topics in probability are: [2], [3], [6], [7], [9], [19], [23], [26], [27], [28], [34], [39], [41], [42], [47], [49], [50], [67], [70], [72]. Since these books contain many references to the literature, an attempt will be made in this bibliography to list some of the research papers that have appeared in the past few years and several that are in the course of publication.

The model developed by Kolmogorov can be briefly described as follows: In every situation (that is, an experiment, observation, etc.) in which random factors enter, there is an associated probability space or triple ( $\Omega, \xi, p$ ), where $\Omega$ is an abstract space (the space of elementary events), $\xi$ is a $\sigma$-algebra of subsets of $\Omega$ (the sets of events), and $p(E)$ is a measure (the probability of the event $E$ ) defined for $E \varepsilon \xi$, and satisfying the condition $p(\Omega)=1$. The Kolmogorov model has recently been discussed by

Los [56], who considers the use of abstract algebras and $\sigma$-algebras of sets instead of algebras and $\sigma$-algebras. Kolmogorov [44] has also considered the use of metric Boolean algebras in probability.

There are many problems, especially in theoretical physics, that do not fit into the Kolmogorov theory, the reason being that these problems involve unbounded measures. Rényi [68] has developed a general axiomatic theory of probability (which contains Kolmogorov's theory as a special case) in which unbounded measures are allowed. The fundamental concept in this theory is the conditional probability of an event. Császár [10] has studied the measure-theoretic structure of the conditional probability spaces that occur in Rényi's theory.

In another direction, examples have been given by various authors which point up the fact that Kolmogorov's theory is too general. Gnedenko and Kolmogorov [27] have introduced a more restricted concept which has been termed a perfect probability space. A perfect probability space is a triple ( $\Omega, \xi, p$ ) such that for any real-valued $\xi$-measurable function $g$ and any linear set $B$ for which $\{\omega: g(\omega) \in B\} \in \xi$, there is a Borel set $D \in B$ such that $P\{\omega: g(\omega) \in D\}=P\{\omega: g(\omega) \in B\}$. Recently, Blackwell [5] has introduced a concept that is more restricted than that of a perfect space. The concept introduced is that of a Lusin space. A Lusin space is a pair ( $\Omega, \xi$ ) such that (a) $\xi$ is separable, and (b) the range of every real-valued $\xi$-measurable function $g$ on $\Omega$ is an analytic set. It has been shown that if $(\Omega, \xi, p)$ is a Lusin space and $p$ any probability measure on $\xi$, then $(\Omega, \xi, p)$ is a perfect probability space.

In § 6 of Chap. I, Kolmogorov gives the definition of a Markov chain. In recent years the theory of Markov chains and processes has been one of the most active areas of research in probability. An excellent introduction to this theory is given in [17]. Other references are [2], [3], [6], [12], [19], [23], [26], [34], [39], [50], [54], [67], [70], [72]. Two papers of interest are those of Harris and Robbins [29] on the ergodic theory of Markov chains, and Chung [8] on the theory of continuous parameter processes with a denumerable number of states. The paper by Chung unifies and extends the results due to Doob (cf. [12]) and Lévy [51], [52], [53].

A number of workers in probability are utilizing the theory of semi-groups [30] in the study of Markov processes and their structural properties [63]. In this approach, due primarily to Yosida [80], a one-parameter (discrete or continuous) semigroup of operators from a Banach space to itself defines the Markov process. Hille [32] and Kato [38] have used semi-group methods to integrate the Kolmogorov differential equations, and Kendall and Reuter [40] have investigated several pathological cases arising in the theory. Feller [18] and Hille [31] have studied the parabolic differential equations arising in the continuous case. Doob [13] has employed martingale theory in the semi-group approach to one-dimensional diffusion processes. Also, Hunt [33] has studied semi-groups of (probability) measures on Lie groups.

Recently several papers have appeared which are devoted to a more abstract approach to probability and consider random variables with values in a topological space which may have an algebraic structure. In [14], [21], [22], [58], [59], and [61], problems associated with Banach-space-valued random variables are considered; and in [4] similar problems are considered for Orlicz (generalized Lebesgue) spaces. Robbins [69] has considered random variables with values in any compact topological group. Segal [75] has studied the structure of probability algebras and has used this algebraic approach to extend Kolmogorov's theorem concerning the existence of real-valued random variables having any preassigned joint distribution (cf. § 4 of Chap. III). Segal [76, Chap. 3, § 13] has also considered a non-commutative probability theory.

Prohorov [66] has studied convergence properties of probability distributions defined on Banach spaces and other function spaces. These problems have been considered also by LeCam [48] and Parzen [64].

The measure-theoretic definition and basic properties of conditional probabilities and conditional expectations have been given by Kolmogorov (Chap. IV; cf. also [12] and [54]). Using an abstract approach, S. T. C. Moy [60] has considered the properties of conditional expectation as a linear transformation of the space of all extended real-valued measurable functions on a
probability space into itself. In [61] she considers the conditional expectation of Banach-space-valued random variables. Nakamura and Turamuru [62] consider an expectation as a given operation of a $C^{*}$-algebra; and Umegaki [79] considers conditional expectation as a mapping of a space of measurable operators belonging to a $L_{1}$-integrable class associated with a certain $W^{*}$-algebra into itself. The work of Umegaki is concerned with the development of a non-commutative probability theory. The results of Segal [74], Dye [15], and others, in abstract integration theory are utilized in the above studies. Other papers of interest are [1], [16], [36], and [45].

The L. Schwartz theory of distributions [73] has been utilized by Gel'fand [24] in the study of generalized stochastic processes; and by Fortet [20] and Itô [35] in the study of random distributions.

Several books devoted to the study of limit theorems in probability are available: [27], [42], [47], and [49]. In addition, [12] and [54] should be consulted. Research and review papers of interest are [11], [14], [25], [37], [46], [55], [57], [65], [71], [77], and [78].
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[^0]:    ${ }^{1}$ Cf., e.g., the paper by M. Leontovich quoted in footnote 6 on p. 46; also the joint paper by the author and M. Lenntovich, Zur Statistik der kontinuierlichen Systeme und des zeitlichen Verlaufes der physikalischen Vorgänge. Phys. Jour. of the USSR, Vol. 3, 1933, pp. 35-63.

[^1]:    ${ }^{1}$ For example, R. von Mises [1] and [2] and S. Bernstein [1].
    ${ }^{2}$ The reader who wishes from the outset to give a concrete meaning to the following axioms, is referred to § 2.
    ${ }^{\prime}$ Cf. Hausdorff, Mengenlehre, 1927, p. 78. A system of sets is called a field if the sum, product, and difference of two sets of the system also belong to the same system. Every non-empty field contains the null set 0 . Using Hausdorff's notation, we designate the product of $A$ and $B$ by $A B ;$, the sum by $A+B$ in the case where $A B=0$; and in the general case by $A+B$; the difference of $A$ and $B$ by $A-B$. The set $E-A$, which is the complement of $A$, will be denoted by $A$. We ahall assume that the reader is familiar with the fundamental rules of operations of sets and their sums, products, and differences. All subsets of 8 will be designated by Latin capitals.

[^2]:    ${ }^{4}$ The reader who is interested in the purely mathematical development of the theory only, need not read this section, since the work following it is based only upon the axioms in § 1 and makes no use of the present discussion. Here we limit ourselves to a simple explanation of how the axioms of the theory of probability arose and disregard the deep philosophical dissertations on the concept of probability in the experimental world. In establishing the premises necessary for the applicability of the theary of probability to the world of actual events, the author has used, in large measure, the work of R.v. Mises, [1] pp. 21-27.

[^3]:    ' Cf. 8 4. Formula (3).

[^4]:    'See Fréchet [1] and [2].

[^5]:    ${ }^{7}$ One may construct a field of probability with arbitrary probabilities subject only to the above-mentioned conditions, as follows: $E$ is composed of $r$ elements $\xi_{q} q_{i} \ldots \ell_{n}$. Let the corresponding elementary probabilities be $\boldsymbol{p}_{q_{1}} q_{2} \ldots q_{n}$ and finally let $A_{q}^{(i)}$ be the set of all $\xi_{q_{1}} q_{2} \ldots q_{n}$ for which $q_{i}=q$.

[^6]:    ${ }^{8}$ Actually, in the case of independence, one may choose arbitrarily only $r_{1}+r_{2}+\ldots+f_{n}$ probabilities $p_{p}^{(i)}=P\left(A_{4}^{(i)}\right)$ so as to comply with the $n$ conditions

    $$
    \sum_{q} p_{q}^{()}=1
    $$

    Therefore, in the general case, we have $r-1$ degrees of freedom, but in the case of independence only $r_{1}+r_{2}+\ldots+r_{n}-n$.
    ${ }^{\text {' }}$ To prove this it is sufficient to show that from the mutual independence of $n$ decompositions follows the mutual independence of the first $n-1$. Let us assume that the equations (2) hold. Then

    $$
    \begin{align*}
    & \mathrm{P}\left(A_{y_{1}}^{(1)} A_{q_{2}}^{(2)} \ldots A_{l_{n}-1}^{(n-1)}\right)=\sum_{q_{n}}^{\left(q_{n}\right.} \mathrm{P}\left(A_{q_{1}}^{(1)} A_{l_{2}}^{\left(q_{2}\right)} \ldots A_{\eta_{n}}^{(i n)}\right) \\
    & =P\left(A_{\eta_{1}}^{\left.(1)_{1}\right)}\right) P\left(A_{y_{2}}^{(2)}\right) \ldots \mathrm{P}\left(A_{g_{n}-1}^{(n-1)}\right) \sum_{q_{n}} \mathrm{P}\left(A_{q_{n}}^{(n)}\right)=\mathrm{P}\left(A_{\eta_{1}}^{(2)}\right) \mathrm{P}\left(A_{y_{1}}^{(2)}\right) \ldots \mathrm{P}\left(A_{q_{n}-1}^{(0-1)}\right),
    \end{align*}
    $$

[^7]:    ${ }^{11} P\left(A_{1} A_{2}\right)=P\left(A_{1}\right)-P\left(A_{1} A_{2}\right)=P\left(A_{1}\right)-P\left(A_{1}\right) P\left(A_{3}\right)=P\left(A_{1}\right)\left\{1-P\left(A_{2}\right)\right\}$ - $\mathrm{P}\left(A_{1}\right) \mathrm{P}\left(\bar{A}_{2}\right)$, etc.
    ${ }^{13}$ This can be shown by the following simple example (S. N. Bernstein) : Let set $E$ be composed of four elements $\xi_{1}, \xi_{2}, \xi_{3}, \xi_{1}$; the corresponding elementary probabilities $p_{1}, p_{2}, p_{1}, p_{1}$ are each assumed to be $\%$ and

[^8]:    ${ }^{14}$ The necessity of these conditions follows from Theorem II, § 5; that they are also sufficient follows immediately from the Multiplication Theorem (Formula (7) of \& 4).
    ${ }^{1}$ For further development of the theory of Markov chains, see R. v. Mises [1], § 16, and B. Hostinsky, Méthodes générales du calcul des probabilitée, "Mém. Sci. Math." V. 52, Paris 1931.

[^9]:    *See, for example, O. Nriodym, Sur ure généralisation des intégrales de M. J. Radon, Fund. Math. v. 15, 1930, p. 136.
    ${ }^{1}$ Hausdorff, Mengenlehre, 1927, p. 85.
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